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Abstract

Using Dominating Sets to Improve the Performance of Mobile Ad Hoc Networks

by

Marco Auŕelio Spohn

A mobile ad hoc network(MANET) is a wireless network that does not rely on

any fixed infrastructure (i.e., routing facilities, such as wired networks and access points), and

whose nodes must coordinate among themselves to determine connectivity and routing. Coor-

dination in ad hoc networks includes operations such as neighborhood discovery, organization

of nodes (i.e., topology control and clustering), and routing. Most mechanisms performing

these operations employ broadcasting of signaling messages as the underlying mechanism.

The broadcast can target a portion of the network (e.g., gathering neighborhood information),

or the entire network (e.g., discovering routes on demand). The focus of this thesis is the de-

sign and analysis of algorithms that improve broadcasting and hierarchical organization in ad

hoc networks. To design such algorithms, concepts from domination in graphs are explored,

because of their similarities to the problems arising with the broadcasting of signaling and

data in MANETs.
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Chapter 1

Introduction

During the last decade, wireless networks have been an important topic of research in com-

puter networks, with special attention focused onmobile ad hoc networks(MANETs). A

MANET is a wireless network that does not rely on any fixed infrastructure, and whose nodes

must organize themselves to determine connectivity and routing. Because of mobility and

radio channel connections, the links between nodes are unreliable.

A MANET can be deployed rapidly in disaster relief (e.g., in disaster areas with

scarce or non-existing communication infrastructure), battlefield communication (e.g., to pro-

vide communication among platoon members), collaborative computing (e.g., a group of per-

sons using their laptop computers to set up a wireless network to exchange data during a

meeting), and any other situation requiring a network built on demand.

In a MANET, radio waves are used for communication among nodes. The transmit-

ter and receiver do not have to be aligned physically, because radio waves are omnidirectional

(i.e., they travel in all directions). On the other hand, it is more complicated to detect if a

1



node’s transmission collides with any other simultaneous transmission. Because of that, most

medium access(MAC) protocols for MANETs are contention based with a collision avoidance

mechanism. Depending on the location of nodes, network packets may require intermediary

nodes to relay them until they reach the destination. In this case, routes can be found on

demand (i.e., computed as needed), or proactively (i.e., routes are computed to all nodes re-

gardless of any data flow). Once a route is available, intermediary nodes transmit the packet

toward the next hop to the destination; eventually, the packet reaches the destination (assum-

ing the network is connected). With some adjustments, any TCP/IP [58] based protocol is

feasible on top of the routing layer of a MANET.

In MANETs, many underlying protocols (e.g., routing protocols and topology con-

trol) use some form of flooding to send control messages. Usually it is assumed that the actual

position of any node is not known, because of node mobility. In this case, whenever a control

message must reach any node in the network (e.g., when searching for a route to any destina-

tion), flooding is the only alternative, because restricting the broadcast to parts of the network

may not cover the destination. Organizing the nodes in a hierarchical structure such as a

broadcast treemay provide more efficient broadcast operations, because only tree members

are assigned to perform broadcast transmissions during the flooding operation. In contention-

based MAC protocols, reducing the number of broadcast transmissions translates into less

contention, and fewer packet collisions. Hence, all protocols can benefit from improvements

to the basic flooding mechanisms.

The focus of the research reported in this thesis is on developing and analyzing algo-

rithms that improve broadcasting and hierarchical organization in ad hoc networks. To design

2



such algorithms, concepts fromdomination in graphs[24] are explored, because of their sim-

ilarities to the problems arising with the broadcasting of signaling and data in MANETs.

1.1 Physical Layer and Medium Access in MANETs

In MANETs, all protocols are restricted to the capacity of wireless transmissions

(i.e., radio transmissions). Due to radio waves’ ability to travel long distances, interference

between wireless devices is the most significant source of problems in MANETs. MAC pro-

tocols must be designed to reduce the impact of interference, and provide some guarantees of

service to the above layer (i.e., network layer).

Single channel wireless networks, in which nodes share a common frequency and

modulation scheme, suffer from a type of interference calledhidden terminal[59]. Figure 1.1

shows an example. Nodes1 and3 are out of range of each other (i.e., they are hidden from

each other), but node2 is within range of both nodes1 and3. If nodes transmit with no

coordination, it is possible that nodes1 and3 transmit concurrently causing interference at

node2, what may prevent node2 from hearing either.

MAC schemes can be broadly classified into two categories: on-demand (contention-

based) and scheduled [7]. An on-demand scheme determines the pair of communicating nodes

through the exchange of control messages before each transmission. On the other hand, sched-

uled schemes prearrange or negotiate a set of timetables for individual nodes or links, such

that the transmissions are collision-free in the time and frequency domains. The main disad-

vantage of this approach is that it requires node synchronization, which is hard to accomplish

in MANETs, because nodes can join or leave the network at any time.

3



1 2 3

Figure 1.1: Hidden terminal problem

In contention based medium access protocols, the number of packet collisions in-

creases proportionally to the number of broadcast transmissions. Increased packet collisions

compromises network performance. Many operations related to the coordination of nodes

incur redundant broadcast transmissions. In this case, applying mechanisms to reduce redun-

dancy, while guaranteeing the operations’ reliability, is desirable.

1.2 Coordination in MANETs

In a MANET, nodes must coordinate among themselves without resorting to any

pre-existing network infrastructure (i.e., routing facilities, such as wired networks and access

points). Broadcasting of signaling messages is the underlying mechanism for coordination,

and the broadcast can target a portion of the network (e.g., gathering neighborhood informa-

tion), or the entire network (e.g., discovering routes on demand).

Coordination in ad hoc networks includes operations such as neighborhood discov-

ery, organization of nodes (i.e., topology control and clustering), and routing. Examples of

4



organization of nodes include the location of services, computing an efficient backbone for the

broadcasting of signals, and routing of data packets (routing can benefit from some specific

organization structure, but this is not a requirement for the routing of data packets).

1.2.1 Organization of Nodes

Organization of nodes can be static (i.e., performed proactively), or dynamic (i.e.,

performed on demand). While operations to build such structures require broadcasting of

signaling messages, these structures make broadcast operations scale to much larger portions

of the network. That is, the hierarchical structure functions as a backbone, on top of which

broadcasting can be performed more efficiently.

In MANETs, there are two broad categories of hierarchical architectures:cluster-

ing [12], andtopology control based on hierarchies[8, 34]. These architectures can be used

to prolong the network’s lifetime [6, 10, 73], attain load balancing [8], and increase network

scalability [25,34].

With clustering[12], the substructures that are collapsed in higher levels are called

clusters. In each cluster, at least one node may represent the cluster, and this node is usually

called acluster-head. Cluster-heads act as leaders in their clusters, providing some service to

their members. For example, a cluster-head could be an access point to the outside network,

or it could be asinkfor collecting information from a group of sensors (cluster members) in a

sensor network [2].

Topology control based on hierarchies and clustering are closely related problems.

While the former defines a realbackboneof the network (i.e., the nodes in the backbone are

5



connected, covering all nodes in the network), the latter constructs avirtual backbone(i.e., the

set of cluster-heads are not necessarily connected, but they cover all nodes in the network).

An example of an operation requiring a real backbone is the flooding of control messages.

1.2.2 Routing

There are two broad categories of unicast routing protocols for MANETs, proactive

and reactive. Withproactive routing(e.g., OLSR [14]), nodes keep routing information to all

nodes in the network, not subject to any existing data flow. OLSR is a link state protocol [58]

using an optimized broadcast mechanism for the dissemination of link state information. In

reactive routing(e.g., AODV [45]), routes are found on demand and nodes find routes to

their destinations as they are needed. Route discovery starts by broadcasting aroute request

(RREQ) message throughout the network. This message is relayed until it reaches a node

with a valid route to the destination, or the destination itself. Once this happens, aroute

reply (RREP) message is sent back to the source by reversing the path traversed by the RREQ

message. Only after receiving the corresponding RREP message can the source start sending

packets to the destination.

Reactive and proactive routing can be combined, resulting inhybrid protocols(e.g.,

ZRP [23]). In this case, routes to some nodes (usually the nearest ones) are kept proactively,

while routes to the remaining nodes are found on-demand.
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1.3 Domination in Graph Theory

Since our contributions involve the computation of dominating sets, we provide a

brief introduction to domination in graph theory below.

In our notation, the undirected graphG = (V,E) consists of a set of verticesV =

{n1, . . . nk}, and a set of edgesE (an edge is a set{ni, nj}, whereni, nj ∈ V andni 6= nj).

A setD ⊆ V of vertices in a graphG is called adominating set(DS) if every vertexni ∈ V is

either an element ofD or is adjacent to an element ofD [24]. If the graph induced by the nodes

in D is connected, we have aconnected dominating set(CDS). The problem of computing the

minimum cardinality DS or CDS of any arbitrary graph is known to be NP-complete [19].

A variety of conditions may be imposed on the dominating setD in a graphG =

(V,E). Among them, there aremultiple domination, anddistance domination[24]. Multiple

dominationrequires that each vertex inV − D be dominated by at leastk vertices inD for

a fixed positive integerk. The minimum cardinality of the dominating setD is called thek-

domination numberand is denoted byγk(G). Distance dominationrequires that each vertex

in V −D be within distancer of at least one vertex inD for a fixed positive integerr. In this

case, the minimum cardinality of the dominating setD is called thedistance-r domination

number, and is denoted byγ≤r(G).

Henning et al. [26] have presented some bounds on thedistance-r domination num-

ber γ≤r(G). They show that, for an integerr ≥ 1, if graphG is a connected graph of order

n ≥ r + 1, thenγ≤r(G) ≤ n
r+1 . An algorithm that computes adistance-r dominating set

within the established bounds is also presented.

The(k, r)-DS problem is defined [31] as the problem of selecting a minimum car-

7



6
8

4
5

9 7
2 0 1

3
(1,2)−DS

6
8

4
5

9 7
2 0 1

3
(2,2)−DS

(B)(A)

Figure 1.2: Dominating setexamples (gray nodes aredominating): (A) (1, 2)-DS, dominated nodes
areat mosttwo hops fromat leastone dominating node. (B)(2, 2)-DS, dominated nodes areat most
two hops fromat leasttwo dominating nodes.

dinality vertex setD of a graphG = (V, E), such that every vertexu not inD is at a distance

smaller than or equal tor from at leastk vertices inD. The problem of computing a(k, r)-DS

of minimum cardinality for arbitrary graphs is also NP-complete [31]. Figure 1.2 shows some

(k, r)-DS examples.

Joshi et al. [31] have provided centralized solutions for solving the(k, r)-DS prob-

lem in interval graphs(IG). A graphG is said to be an interval graph if there is a one-to-one

correspondence between a finite set of closed intervals of the real line and the vertex setV ,

and two verticesu andv are said to be connected if and only if their corresponding intervals

have a nonempty intersection. Even though the solutions presented by Joshi et al. [31] are

optimal, IGs are limited to very simple network topologies.

1.4 Research Contributions and Summary of Results

Chapter 2 summarizes prior work related to the research results reported in this

thesis. Chapter 3 proposes a novel algorithm for improving broadcast operations in MANETs.

The algorithm computes a dynamic source-based dominating set of the network. The solution

is shown to reduce the number of broadcast transmissions necessary to flood the network. To
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show its applicability to MANETs, we implemented the algorithm in a simulator as part of

the route discovery process in an on-demand routing protocol. Redundant broadcasts increase

the number of packet collisions, and consequently delay the response for RREQs in the route

discovery process. Because the new protocol significantly reduces the total number of RREQ

transmissions, this translates into an increased delivery ratio, smaller end-to-end delays for

data packets, lower control overhead, and fewer collisions of packets.

Our analysis of the route discovery process in on-demand routing protocols led us

to realize that it could benefit from a particular configuration ofconnected dominating sets.

Most heuristics for distributively computing dominating sets require that nodes learn only

their two-hop neighborhood. When a broadcast protocol based on neighbor information is

used, it is possible to maintain fresh routes to all nodes within two hops, because every node

has the two-hop neighborhood information. In this case, it is not necessary to broadcast the

route request(RREQ) packet to every node in the network: disseminating it to a connected

dominating set with the property that nodes are at most two-hops from a dominating node

(i.e., atwo-hop connected dominating set(TCDS)) is enough.

Chapter 4 presentsthree-hop horizon pruning(THP), which is the first distributed

solution for computing a TCDS of the network. THP is shown to outperform the best existing

heuristics presented in the literature, when a TCDS is preferred over a CDS. We also inte-

grated the algorithm into an on-demand routing protocol for enhancing the route discovery

process. The results of simulation studies indicated that the new approach improves the per-

formance in all aspects for low mobility scenarios. To improve protocol performance in high

mobility scenarios, we introduce enhancements to the basic design, and show that with these
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enhancements the protocol outperforms other protocols in all mobility scenarios considered

in the simulations.

The work done on THP motivated the design of a framework using dominating sets

for building flexible hierarchies. Chapter 5 presents our solution, which builds structures that

cover a node in the network with a minimum number of dominating nodes and a maximum

distance to the dominating nodes. In terms ofdomination in graphs, this approach integrates

multiple domination(minimum number of dominating nodes) anddistance domination(max-

imum distance to dominating nodes). For example, one could build a structure such that every

node in the network is covered by at leastk leaders at mostd hops distant. A structure like

this could be used to support operations with increased redundancy (by increasing the number

of leaders), and an adjustable degree of availability (by setting the maximum distance to the

leaders appropriately). We present the first centralized and distributed solutions to this prob-

lem. The centralized solution, KR, provides an approximation to the optimum solution, which

is known to be NP-Complete, and serves as a lower bound when evaluating the distributed

solution. The distributed solution, DKR, is applicable to MANETs, because it relies on partial

topology information.

Chapter 6 shows an application for the above framework, which consists of a novel

multi-core multicast protocol for MANETs using DKR for core-election. The dominating

set computed via the distributed algorithm is used for assigning cores. Nodes are equipped

with two interfaces, one for general communication, and the other for communication be-

tween cores and their members. Cores transmit packets to their members on a specific non-

interfering channel via the dedicated interface, and receivers listen in the corresponding chan-
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nel in the same interface. To reach all members with a single transmission, cores transmit

packets with a larger power, such that all member withinr-hops from the cores can success-

fully receive the packet. Therefore, all packets transmitted by the cores are expected to be

successfully received by the members. The distributed algorithm is shown to perform well for

electing cores, and the new multicast protocol is shown to outperform one of the best known

multicast protocols presented in the literature, theprotocol for unified multicasting through

announcements(PUMA) [63].

The algorithms presented in this thesis for computing a CDS of the network can

be applied to any other MANET protocol requiring flooding of control messages. THP can

also be applied to any on-demand routing protocol which is based on the dissemination of

RREQ messages. Likewise, DKR functions as a framework for building a large variety of

hierarchical structures, and can be tailored to the target application (e.g, structures having

multiple access-points to the outside network, and sensor networks with multiple sinks per

sensor). Thus, while we present this work in the context of improving specific protocols,

it is far more general than these case-by-case improvements. The work presented here is

a general purpose toolkit for improving a wide range of coordination protocols in MANETs

along multiple axes of performance. While we mostly focus on improvements to AODV, other

protocols could benefit from this approach, such asdynamic source routing(DSR) [30], and

on demand multicast routing protocol(ODMRP) [33].

Several papers [50–55] based on the above research work have been published or

accepted for publication. Chapter 7 summarizes our contribution.
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Chapter 2

Related Work

The focus of this thesis is on the design and analysis of algorithms to improve the coordination

of nodes in MANETs. Before proceeding to our contributions, this Chapter presents the work

related to our research.

Given that broadcasting of signals is the underlying mechanism for coordination,

Section 2.1 presents the most significant research results on broadcasting in MANETs. Be-

cause our work can be applied to most routing protocols in MANETs, Section 2.2 presents

a brief review of the most cited routing protocols in the literature. Organization of nodes is

another form of coordination, includingclusteringandtopology controlas the two represen-

tatives. Section 2.3 presents the most significant results regarding these topics. In Section 2.4

we present the work related to core-based multicast routing, because we apply our general

clustering approach to a novel multi-core multicast protocol.
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2.1 Broadcasting in MANETs

Several broadcasting techniques have been proposed, differing among each other

on the heuristics applied to reduce the redundancy on broadcast transmissions. Broadcasting

protocols can be categorized into the following four classes [67]:

Blind flooding [41]: Each node broadcasts a packet to its neighbors whenever it

receives the first copy of a broadcast packet; therefore, all nodes in the network broadcast the

packet exactly once.

Probability-based methods[61]: A node re-broadcasts a packet with a given proba-

bility p (if p = 1, we have blind flooding).

Area-based methods[61]: A node broadcasts a packet based on the information

about its location and the location of its neighbors (e.g., if a node receives the packet from a

neighbor really close to it, probably it will not reach other nodes other than the nodes reached

by the first broadcast).

Neighbor information methods[36]: In these methods, a node has partial topology

information, which typically consists of the topology within two hops from the node (two-

hop neighborhood). There are two main classes of methods in this category. In aneighbor-

designated methoda node that transmits a packet to be flooded specifies which one-hop neigh-

bors should forward the packet. In aself-pruning methoda node simply broadcasts its packet,

and each neighbor that receives the packet decides whether or not to forward the packet.

Williams and Camp [67] have shown thatneighbor informationmethods are pre-

ferred over other types of broadcast protocols. Between the two classes of neighbor informa-
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tion methods, Lim and Kim [36] show that the simplest form of neighbor-designated algorithm

outperforms the simplest form of self-pruning, and Wu and Dai [68] show that an improved

self-pruning technique outperforms the most efficient neighbor-designated algorithm (both

algorithms based on the two-hop neighborhood information).

Dominating sets play a major role in deciding the forwarding list in neighbor-

designated algorithms. Extensive work has been done on finding good approximations for

computing theminimum cardinalityCDS (MCDS). An algorithm with a constant approxima-

tion of eight has been proposed by Wan et al. [64]. However, their approach requires that a

spanning tree be constructed first in order to select the dominating nodes (forwarding nodes),

and only after the tree has been constructed a broadcast can be performed.

Lim and Kim [36] show that the MCDS problem can be reduced to the problem of

building aminimum cost flooding tree(MCFT). Given that an optimal solution for the MCFT

problem is not feasible, they propose heuristics for flooding trees, resulting in two algorithms:

self-pruninganddominant pruning(DP). They show that both algorithms perform better than

blind flooding, and that DP outperforms the simplest form ofself-pruning.

DP [36] is a neighbor-designated method (i.e., the sending node decides which ad-

jacent nodes should relay the packet). The forwarding nodes are selected using thegreedy set

cover(GSC) algorithm. GSC recursively chooses one-hop neighbors that cover the most two-

hop neighbors, repeating the process until all two-hop neighbors are covered. The identifiers

(IDs) of the selected nodes are piggy-backed in the packet as the forwarding list. A receiving

node that is requested to forward the packet again determines the forwarding list.

Multi-Point Relay(MPR) [14] is another efficient broadcast technique that is simi-
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lar to DP. MPR also applies GSC in the selection of dominating nodes. However, MPR first

chooses as forwarders those candidates that have exclusive coverage of some two-hop neigh-

bor, and only then apply GSC over the remaining nodes. MPR is used for reducing duplicate

transmissions of control packets (i.e., link state information) in theOptimized Link State Rout-

ing (OLSR) protocol [14].

A few enhancements to dominant pruning have been reported recently [37]. Lou

and Wu [37] propose two enhancements to DP:total dominant pruning(TDP), andpartial

dominant pruning(PDP). TDP requires that the two-hop neighborhood of the sender be piggy-

backed in the header of the packet. This information reduces the size of the two-hop neighbor

set that needs to be covered by the forwarders. The header size increases proportionally to

the number of nodes in the two-hop neighborhood, which may become a problem in dense

networks. PDP enhances DP by eliminating the two-hop nodes advertised by a neighbor

shared by both the sender and the receiver (forwarder). Simulation results assuming an ideal

MAC layer in which no contention or collisions occur show that both TDP and PDP improve

DP in a static environment. A dynamic scenario is also evaluated, and DP is shown to perform

better than both TDP and PDP.

A general framework for self-pruning has been reported by Wu and Dai [68], who

proposed two approaches for broadcasting through self-pruning, one static and another dy-

namic. In the static approach, a CDS is constructed based on the network topology, but not

relative to any broadcasting. In the dynamic approach, a CDS is constructed for a particular

broadcast, and its result depends on the source and the progress of the broadcast process. For

both approaches, twocoverage conditionsare presented: Coverage Condition I (CC-I), and
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Coverage Condition II (CC-II).

In CC-I, a nodeni does not broadcast the packet if for any two neighborsnj and

nk, there is a path connecting them via several intermediate nodes with either higher priority

values (e.g., node degree, node IDs) than nodeni, or with visited node status (i.e., theh

most recently visited nodes are included in the packet header). In CC-II, a nodeni does not

broadcast the packet if the node has acoverage set, which is defined as a set of neighbors with

either higher priority values than nodeni, or with visited node status, such that all two-hop

neighbors of nodeni are covered by thecoverage set.

Wu and Dai showed that CC-I performs better than CC-II when node IDs are used

as priority values, and when node degrees are used as priority values they present similar re-

sults. They also showed that there is a tradeoff between efficiency and overhead, and that CC-I

with two-hop neighborhood information, two-hop routing history, and node degrees as prior-

ity values (referenced as theBaseconfiguration), outperforms the best neighbor-designated

algorithm (i.e., TDP).

Several other existing algorithms (i.e., Rules 1 and 2 [72], Stojmenovic’s algorithm

[56], Rulek [15], Span [10], and LENWB [57]) were shown [68] to be special cases in the

general framework. Simulation results show that the Base configuration outperforms all the

others, but the difference amongst Base, Span, and LENWB is marginal. The neighborhood

size is also analyzed, and it is shown that a neighborhood size larger than three hops does not

add much power to the coverage conditions. In other words, the coverage conditions do not

reduce the average number of forwarding nodes for an increasing size of the neighborhood

information.
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Wu and Dai [69] further analyzed the coverage conditions they reported previously

[68] and showed that several other algorithms can be derived from the generic framework.

The impact of four implementation issues, namely timing (static or dynamic), selection (self-

pruning, neighbor-designated, and hybrid), space (network topology information), and priority

(e.g., node ID, node degree), is analyzed. It is also shown that self-pruning and neighbor-

designated algorithms can be combined together forming hybrid algorithms.

All distributed algorithms that rely on knowledge of the two-hop neighborhood are

prone to error in the presence of mobility. The main reason is that nodes may have inconsistent

information about the neighborhood, compromising network connectivity. Wu and Dai [71]

propose a solution to address the link availability problem using two transmission ranges.

Information about the neighborhood and the set of forwarders is computed using a smaller

radio range. The broadcast process is performed using a larger radio range. The objective is

to give nodes abuffer zonein which they can move without compromising local connectivity.

2.2 Routing in MANETs

In MANETs, routes can be computed proactively (i.e., nodes keep routes to all

nodes in the network, regardless of any data flow), or reactively (i.e., routes are computed as

needed). However, both approaches make use of flooding of control messages; either to search

for a route on demand, or to keep accurate routing information at all times. In this Section, we

present the most representative routing protocols in each of these two categories.
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2.2.1 Proactive Routing

Ogier et al. [42] proposed thetopology broadcast reverse path forwarding(TBRPF)

protocol. In TBRPF, each node only advertises the part of its network graph used for reach-

ability, which minimizes the number and size of advertisements. Based on the partial graph,

each node runs a modified Dijkstra algorithm to compute a source tree. Each node also has

the option to report additional topology information (up to the full topology). TBRPF applies

an optimized flooding mechanism to reduce the overhead incurred by topology information

dissemination.

Source-tree routing[18] (STAR) is a link-state protocol that achieves low overhead

by not reporting all link states. Each node constructs a source tree – with the current node as

the source – to each known destination. The node then reports the source tree to neighbors,

which iteratively build source trees and report the trees. This allows each node to build a

connected graph using a subset of edges. STAR has two modes of operation. In theoptimal

routing approach(ORA), STAR behaves like conventional link state protocols and notifies

neighbors on any change to the source-tree. This allows nodes to select near optimal routes.

In the least-overhead routing approach(LORA), nodes only send updates when a new des-

tination appears, a known destinations become disconnected, or the source-tree changes in a

way that could potentially cause a loop.

The OLSR protocol [14] introduces several techniques to reduce the overhead as-

sociated with flooding link-state advertisements over a wireless ad hoc network. OLSR uses

three optimizations. The key concept of OLSR is the application of MPR for flooding control

traffic over the network. Each node,X, selects MPRs from its 1-hop neighbor set. Node
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X is called aselectorof nodes in the MPR set because nodeX has selected those nodes as

its MPRs. The first optimization is that only MPRs forward broadcast control traffic from

its selectors. This reduces the number of redundant broadcast transmissions for flooding the

network. The second optimization is that only MPRs generate link-state advertisements. This

reduces the number of control packets. The third optimization is that an MPR only needs to

generate link-state advertisements for its selectors, not for all 1-hop neighbors.

2.2.2 Reactive Routing

DSR [30] builds complete hop-by-hop routes at each source node. DSR works by

broadcasting a RREQ message over the network and recording the path of the packet. When

a node with a path to the destination receives the request, it can send a route reply along the

reverse route. The reply contains the responding node’s path and records its route back to the

requesting node. Thus, the requesting node has the complete path. As nodes process RREQ

messages and RREP messages, nodes learn paths to other nodes, and store this information in

a local cache. The main disadvantage of this approach is that route entries may become stale

quickly depending on the mobility of nodes. As a consequence, a node may waste time trying

to route through stale paths until the node decide to discard the stale entries.

Like DSR, AODV [45] also makes use of RREQ and RREP messages. The main

difference is that AODV does not use source routing. In order to guarantee loop-freedom, des-

tination sequence number are used to eliminate stale information. When a node transmits an

advertisement, it includes an increasing sequence number for itself. Each routing entry stored

at a node also includes the sequence number the destination attached to the advertisement.
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This allows nodes to reject stale advertisements. A key element in AODV is that when a node

detects that a route becomes invalid, the node must increment the stored destination sequence

number. It also makes the node immune to receiving stale information already in the network

that the node had previously issued.

2.3 Clustering and Topology Control

Clusteringis the problem of building a hierarchy among nodes [12]. The substruc-

tures that are collapsed in higher levels are calledclusters. Given a graphG = (V, E),

the clustering process initially dividesV into a collection of subsets{V1, V2, . . . , Vi}, where

V =
⋃i

l=1 Vl, such that each subsetVl induces a connected subgraph ofG, or acluster. Sub-

sets do not need to be disjoint (i.e., subsets can overlap). In each cluster, at least one node

may represent the cluster, and this node is usually called acluster-head. The network can then

be abstracted such that any cluster-head connects to another cluster-head whenever there is at

least one node in each cluster directly connected to each other.

There are three main approaches for topology control in wireless ad hoc networks.

The first is topology control based ongeometry structuresused to define a topology for a

network, such as therelative neighborhood graph(RNG) [60], gabriel graph(GG) [16], or

θ-graph [38]. Topology control based ontransmission power control[28, 40] adjusts the

transmission power on a per node basis. Hierarchical topology control [8] selects a subset

of nodes to form the backbone of the network, and the backbone is usually computed using

some distributed CDS algorithm.
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Topology control based on hierarchies [8,34] and clustering are closely related prob-

lems. While the former defines a realbackboneof the network (i.e., the backbone forms a CDS

of the network), the latter constructs avirtual backbone(i.e., the set of cluster-heads forms a

DS of the network).

The basic requirement for any topology control mechanism is to guarantee that the

topology is connected. That is, any pair of nodes that are connected in the original network

must still be connected in the topology built on top of the network. For clustering, nodes in

a cluster are connected through the cluster-head; and border nodes (i.e., nodes that belong to

two or more clusters, or that have at least one neighbor in a different cluster than its own)

connect clusters to each other.

Clustering based on domination in graphs has been explored extensively. Baker and

Ephremides [4] devised one of the first clustering algorithms based on domination. Chen et

al. [11] exploreindependent dominating sets(IDS) for computing cluster such that cluster-

heads are at leastk + 1 hops from each other. However, the use of IDS for clustering is

not recommended when the topology changes, because cluster-head changes may propagate

throughout the network, an effect that has been called thechain reaction[20].

Max-Min [3] is an election-based distributed solution for thed-hop DS problem

(i.e., distanced domination), which takes2r rounds to complete. Cluster-heads are computed

during the firstr rounds, and nodes affiliate to their dominating nodes during the subsequent

r rounds. The authors also show that the problem of computing the minimumr−hop domi-

nating set is NP-complete for unit-disk graphs [13].

Liang and Hass [35] proposed a distributed algorithm to computed-hop DS. The
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algorithm is a distributed version ofGreedy Set Cover(GSC), producing dominating sets with

the same cardinality as the centralized solution for this problem. However, their solution

requires the2r-hop neighborhood information. In MANETs, keeping information about the

neighborhood becomes more difficult as we increase the distance to the neighbors.

2.4 Core-Based Multicast Routing

Multicast routing protocols can be classified as tree-based and mesh-based. Tree-

based can be further classified as single-source, shortest-path trees and shared, core-based

trees. Core-based trees are more scalable compared to shortest-path trees, but usually present

higher end-to-end delay and poor fault tolerance.

To improve the performance of core-based trees, multiple cores are deployed. Be-

cause more than one core is simultaneously active, the protocol tolerates core failure. The

distribution of cores in the network has a direct impact on the performance, since cores placed

closer to the receivers can reduce the end-to-end delay.

With multiple cores there are twoone-to-all designs [74]: senders-to-all, and

members-to-all. In senders-to-all, senders transmit to all cores, and members join to just

one core (usually the nearest one). Inmembers-to-all, senders select one of the cores to send

their data packets, and members need to join all cores. As for anone-to-oneapproach, each of

the cores must join to at least one other [5]. In this case, senders send to just one of the cores,

and receivers join to just one of the cores.

Senders-to-all has several advantages compared to members-to-all. Both approaches
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use one tree per core, but in members-to-all each tree connects all members, increasing the

routing state in each router. In senders-to-all members decide which core to join, allowing

members to choose the core that better satisfy their requirements (e.g., lower end-to-end de-

lay).

While theone-to-oneapproach combines advantages of the twoone-to-alldesigns,

it requires a reachability and maintenance protocol between the cores. Failure between any

two virtually adjacent cores partitions the network.

Core placement has a direct impact on the performance of the protocol. If the num-

ber of cores is fixed, sayk cores, then the problem is referred ask-center [19], and is defined

as the problem of locatingk cores in the network such that the distance from nodes to the

cores is minimized. If the number of cores is not fixed, but the maximum distance to a core,

sayr, is fixed, then the problem is the same as the problem of computingd-hopdominating

sets(DS) in graphs. Both problems are known to be NP-Complete.

A natural greedy solution to the(1, r)-DS problem has been applied forcoreplace-

ment in multicast trees with multiple cores [74]. This solution is intended for wired networks,

and requires knowledge of the entire topology. Performance results show that this approach

reduce the end-to-end delay of multicast data packets.
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Chapter 3

Enhanced Dominant Pruning (EDP)

On-demand route discovery is based onroute request(RREQ) androute reply(RREP) mes-

sages (e.g., AODV [45] and DSR [30]). The way in which these messages are handled may

differ among different protocols, but their functionality remains the same: a request is relayed

until it reaches a node with a valid route to the destination or the destination itself, which

triggers a reply message sent back to the originator. Several parameters (such as how long

to keep requests in a cache, timeouts for requests, timeouts for hellos, and the like) are sub-

ject to tuning, and the choices made may result in improvements in the protocol performance.

However, RREQs are propagated using either an unrestricted broadcast or an expanding ring

search [48]. In either case, the resulting flooding operation causes considerable collisions of

packets in wireless networks using contention-based channel access.

We present an approach to reduce the number of broadcast messages at the expense

of having to attach more information in the header of the control packets. We call our proposal

Enhanced Dominant Pruning[50] (EDP), which can be applied to any on-demand routing
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protocol that relies on broadcasting control packets when searching for a route to a given

destination. To show the applicability of EDP to an existing protocol, we have implemented

EDP in AODV. Nodes use hello messages to disseminate their valid one-hop neighbors for

building the two-hop neighborhood, which is the minimum requirement for the connected

dominating set algorithm under consideration.

3.1 Dominant Pruning Review

We use a simple graph,G = (V, E), to represent an ad hoc wireless network, where

V represents a set of wireless mobile hosts (nodes) andE represents a set of edges (links).

The network is seen as aunit disk graph[13], i.e., the nodes within the circle around nodev

(corresponding to its radio range) are considered its neighbors.

In dominant pruning(DP) [36] the sending node decides which adjacent nodes

should relay the packet. The relaying nodes are selected using a distributed CDS algorithm,

and the identifiers (IDs) of the selected nodes are piggybacked in the packet as the forwarder

list. A receiving node that is requested to forward the packet again determines the forwarder

list. The flooding ends when there is no more relaying nodes.

Nodes keep information about their two-hop neighborhood, which can be obtained

by the nodes exchanging their adjacent node list with their neighbors. DP is a distributed

algorithm that determines a set cover based on the partial knowledge of the two-hop neighbor-

hood. Ideally, the number of forwarding nodes should be minimized to decrease the number

of transmissions. However, the optimal solution is NP-complete and requires that nodes know

the entire topology of the network. DP uses thegreedy set cover(GSC) algorithm to determine
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the forwarder list of a packet (i.e., the list of nodes that should forward the packet) based just

on partial knowledge of the network topology. GSC recursively chooses one-hop neighbors

that cover the most two-hop neighbors, repeating the process until all two-hop neighbors are

covered.

The set of nodes within two-hops from nodeni is denoted byN i
2, and the set of

one-hop neighbors of nodeni is denoted byN i
1. If nodeni is the source of the broadcast, it de-

termines its forwarder list so that all nodes inUi = N i
2−N i

1 receive the packet. The set of for-

warder nodes is denoted byF i
DP = {f1, f2, ..., fm} ⊆ N i

1, such that
⋃

fk∈F i
DP

(Nfk
1

⋂
Ui) =

Ui. A forwarder nodenj ∈ F i
DP determines its own forwarder list upon receiving the broad-

cast. Nodenj does not need to cover the neighbors of nodeni (i.e., N i
1), because they were

already covered by the previous broadcast. In this case,Uj = N j
2 −N j

1 −N i
1 is the set to be

covered. The setF j

DP
′ ⊂ N j

1 is the temporary set cover of nodenj . Our solution includes

the set of one-hop neighbors shared by nodesni andnj (i.e.,N j
1

⋂
N i

1), in the first part of the

computation of the forwarder list. The final forwarder list is defined asF j
DP = F j

DP
′ − F i

DP .

The solution presented by Lim and Kim [36] is incorrect, because only nodes in

the subsetN j
1 −N i

1 are considered for the computation of the forwarder list, which can lead

to incorrect results for particular topologies. The reason is simple, nodes being shared by the

source and the receiver are still candidates as forwarder nodes, because nodenj may have two-

hop nodes exclusively advertised by some shared node. Because a node knows the sender’s

forwarder list, it can get rid of those nodes that were previously chosen as forwarder nodes by

the sender. It turns out that the resulting forwarder list described in [36] is in fact in the subset

N j
1 −N i

1.
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Figure 3.1: Example where original DP fails (node A is the source).

Figure 3.1 shows an example where DP as proposed in [36] fails. Consider nodeA

as the source of the broadcast. NodeA selects nodesB andC as the forwarder nodes. Note

thatUB = {F, G, H}, but there is no node in the set{D, E} (i.e.,NB
1 −NA

1 ) that can cover

the set{F,G}. The same can be said forUC = {D,E, J}, where there is no node in the set

{F, G} (i.e.,NC
1 −NA

1 ) that can cover the set{D,E}.

Our solution guarantees that nodes inNA
1

⋂
NB

1 take part in the selection of the

forwarder nodes ofB, and that nodes inNA
1

⋂
NC

1 take part in the selection of the forwarder

nodes ofC. It is just a matter of consistency, even though some nodes inFB
DP ′

and inFC
DP ′

are ruled out of the resulting forwarder list when they were already in the sender’s forwarder

list.
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3.2 Enhanced Dominant Pruning

The objective ofEnhanced Dominant Pruning(EDP) is to reduce the number of

broadcast packets necessary to flood the network with the same guarantees provided by DP

(after applying the modifications cited previously). In the following, we assume that a neigh-

bor protocol is available to provide the two-hop neighborhood information.

The EDP forwarder listas determined by nodeni is denoted byFi. We use the

termEDP forwarder listto emphasize that the resulting list might be different from the one

obtained by simply running DP (i.e.,F i
DP ) overUi. The current node is denoted byni, and the

node that sent the packet is denoted byS (if the current node is the source of the broadcast, then

S = ∅). The sender’s forwarder list is denoted byFS, and the second-to-previous forwarder

list is denoted byFSS
. FS = ∅ if ni is the source of the broadcast. In a similar manner,

FSS
= ∅ if ni is the source of the broadcast or if the senderS is the source. The packet header

must specify the forwarder list and the sender’s forwarder list (the senderS of the packet is

obtained from the packet header), but that should not be a problem given that both lists are

expected to be small, because GSC is applied to the two-hop neighborhood.

Figure 3.2 shows the pseudo-code for determining theEDP forwarder listFi. LetC

be the set of neighbors of nodeni that are also in the sender’s forwarder listFS. Let
⋃

nk∈C
Nk

1

be the set of nodes adjacent to neighbors that are also in the sender’s forwarder list. These

nodes do not need to be considered when running DP, because they are guaranteed to be

covered by some other forwarder node. LetI be the set of nodes inFS with identifiers larger

than nodeni. The set of forwarder nodes ofni that are reachable through other forwarder

node in the sender’s list (i.e., there is a disjoint two-hop path to nodenk through another node
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in FS with a higher priority) is denoted byP. The set of neighbors that are already covered

by nodes inFSS
(the second-to-previous forwarder node) is denoted byQ.

Figure 3.2: Enhanced Dominant Pruning
Data: ni, FS, FSS

, Ui

Result: Fi, the forwarder list
begin

C ←− N i
1

⋂ FS1

U i
DP ←− Ui2

for nk ∈ C do3

U i
DP ←− U i

DP −Nk
14

F i
DP ←− DP (U i

DP )5

I ←− ∅6

for nk ∈ FS do7

if nk > ni then8

I ←− I ⋃ {nk}9

P ←− ∅10

for nk ∈ F i
DP do11

for nl ∈ I do12

if nl ∈ Nk
1 then13

P ←− P ⋃ {nk}14

Q ←− ∅15

for nk ∈ N i
1 do16

for nl ∈ Nk
1 do17

if nl ∈ FSS
then18

Q ←− Q ⋃ {nk}19

Fi ←− F i
DP −Q− P − FS −FSS

20

end

As in DP, a forwarding node does not need to include in its forwarder list those

neighbors that are also neighbors of the senderS (i.e., N i
1

⋂
NS

1 ). Because the senderS

already sent the packet to all its neighbors, all the common neighbors between the sender and

the receiver can be excluded from the forwarder list. Neighbors that are also in the sender’s

forwarder listFS (line 1) can have their one-hop nodes removed fromUi (lines 2 through 4).
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Then DP is run on this reduced set, denoted byU i
DP (line 5).

A node inF i
DP that is covered by at least one more node inFS needs to be covered

by just one of these nodes. To select one, we use node identifiers as priorities, and the node

with the largest ID wins. Lines 7 through 9 present the pseudo-code that creates the setI,

which contains the nodes inFS with identifiers larger than the local nodeni. The setP ⊂ F i
DP

has the forwarder nodes that are reachable through another node in the sender’s forwarder list

(lines 10 through 14). That is, there is a disjoint two-hop path to nodenk ∈ F i
DP through

another node inFS with a higher priority. Therefore, a node in the setP can be excluded from

the forwarder list.

A neighbornk that was previously chosen as a forwarder node by the second to

previous node (i.e.,nk ∈ FSS
), and neighbors covered by a node inFSS

, can be removed from

the forwarder list (lines 15 through 19). A neighbornk is covered by some nodenl ∈ FSS
if

nl ∈ Nk
1 . Finally, the EDP forwarder listFi is updated on line 20.

Consider the example shown in Figure 3.3. NodeA selects nodes{B,D, F} for its

forwarder list. NodeD selects nodes{E, G} as forwarders, becauseE is the only neighbor

covering nodeC, and nodeG, because it is the only neighbor covering nodes{H, J}. NodeG

can be removed fromD’s forwarder list, because nodeG is covered by another forwarder node

with a higher priority (i.e., nodeF ∈ FA, andID(F ) > ID(D)). On the other hand, node

F selects nodeG as its forwarder node, because nodeF wins over nodeD. NodeG selects

nodeD as its forwarder, becauseD is the only neighbor covering nodeE, but nodeD can be

dismissed because nodeD is in the second to previous forwarder list (i.e.,D ∈ FSS
= FA).

NodeB selects nodeC as its forwarder, because nodeC is the only neighbor to cover node
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Figure 3.3: Node A is the source. The knowledge about the second to previous forwarder list (FA)
allows nodes E and C to exclude each other from their forwarder list, and node G to exclude node D.
Node D reduces the size of its forwarder list by using the information provided by the setP.

E. NodeC determinesE as a forwarder node, becauseE is the only neighbor covering node

D. NodeC does not need to include nodeE in the forwarder list, because nodeE is covered

by a node inFA. The same happens at nodeE, which selects nodeC as a forwarder node

but it is not necessary to include nodeC in the forwarder list, because nodeC is covered by

nodeB. It is important to note that, in order to exclude a neighbor from the forwarder list, it

suffices that the node is covered by other node inFSS
. It is not a requirement that the excluded

node be chosen as a forwarder node by the node covering it.

Consider the example illustrated in Figure 3.4. NodeA is the source of the broad-

cast. NodesB andC are chosen as forwarders. NodeB does not need to cover nodesF and

G because they are adjacent to other node (i.e., nodeC) in the sender’s forwarder list. Given

that, nodeB determines nodeD as its forwarder node, which in turn determines nodeE as

its forwarder node. Nevertheless,D does not need to forward the packet to nodeE because it

is covered by a previous forwarder node (i.e., nodeB chosen as forwarder node by nodeA),

and nodeE is adjacent to both nodeD and the senderB. In a similar manner, nodeC does
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Figure 3.4: Node A is the source. Nodes B,C,D,F are the only nodes chosen as forwarders for this
network.

not need to cover nodesD andE, because they are adjacent to nodeB that is in the sender’s

forwarder list.C determines nodeF as its forwarder node, which in turn determines nodeE

as a forwarder node. NodeF does not need to include nodeE because this node is covered

by a previous forwarder node (i.e., nodeB that is inA’s forwarder list).

Theorem 1. Given a graphG(V, E), let TDP be a CDS ofG when applying the algorithm

DP, andTEDP a CDS ofG when applying the algorithm EDP. ThenTEDP is equivalent to

TDP .

Proof. Nodes in the setFSS
and the setFS can be excluded without any implication besides

reducing redundancy. Nodes inQ were already covered by some other forwarders inFSS
,

therefore they can be omitted. A nodenk ∈ P can be disregarded because nodenk is covered

by some other nodenL in the setI (nodes with higher priority), i.e., all nodes inNk
1 are also

in NL
1 , or nk ∈ FL when there is a nodenu exclusively covered bynk (i.e. nu ∈ Nk

1 andnu

is not a neighbor of any other node inNL
1 ). Hence, all nodes covered byTDP are also covered

by TEDP .
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3.3 Applying EDP to AODV in the Context of Omni-Directional

Antennas

This section addresses the application of EDP to the route discovery process in

AODV (AODV-EDP) in the context of omni-directional antennas. Our neighbor protocol uses

hello packets to disseminate the one-hop neighborhood, which creates a picture of its two-hop

neighborhood at any given node in the network. A hello packet advertises the node’s sequence

number (mySeqNum), the identification of its known neighbors (neighbors[]), and the corre-

sponding neighbors’ sequence number (neighSeqNum[]). We have chosen a hello interval of

1.5s. To reduce the number of broadcast messages, RREQ also advertise the one-hop neigh-

borhood information, working as a hello message. This event reschedules any pending hello

message.

To avoid pruning too many route requests in the presence of mobility and cross-

traffic, we have chosen to implement the neighbor protocol as part of AODV. We extended the

hello mechanism available in AODV to include the information about the one-hop neighbor-

hood in hello messages, and we also rely on the AODV mechanisms for evaluating the link

status to neighbors.

A route request (RREQ) works in a similar way as in AODV. The main difference

being that only forwarders rebroadcast a broadcast packet. The source of a RREQ calculates

its forwarder list using EDP, and broadcasts the packet. Upon receiving a route request, a

forwarder that cannot respond to this request calculates its own forwarder list using the infor-

mation provided in the RREQ packet (i.e., forwarder list, second to previous forwarder list,
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and source node) and broadcast the packet after updating it with its own forwarder list. Even-

tually the request reaches a node with a route to the destination or the destination itself. It is

expected that most of the replies will come from an intermediate node because of the two-hop

neighborhood information.

Because of topology changes, nodes may not have correct two-hop neighborhood

information, which may result in forwarding lists that do not cover all nodes in the neigh-

borhood. However, this is not a major problem, because a node incorrectly excluded from

the forwarder list also receives the request and can respond in the case it has a route to the

destination.

3.3.1 Simulations and Performance Results

To compare AODV with EDP (AODV-EDP) against other protocols, we use traf-

fic and mobility models similar to those previously reported by Perkins et al [46]. We im-

plemented AODV-EDP using the Qualnet™ [1] network simulator, and compare it against

AODV-DP (AODV with Dominant Pruning), AODV with no hello messages and with2s

hello timers, and OLSR. We have chosen AODV and OLSR because they represent some

of the most referenced reactive and proactive unicast routing protocols for wireless ad hoc

networks.

Simulation Parameters

The network is composed of50 nodes spread over an area of1500m x 300m. The

radio model used is a2Mbps IEEE802.11 device with a nominal transmission range of280m.
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Initially nodes are placed uniformly over a grid. Nodes move according to the random way-

point model with velocities between0 and20m/s. Seven pause times are tested:0s (always

moving),50s, 100s, 300s, 500s, 700s, and900s.

For traffic sources we use30 source nodes transmitting4 packets/s of 512 bytes,

making it a total of120 data packets being injected into the network every second. Nodes

begin transmitting at50s plus an offset uniformly chosen over a5s period to avoid synchro-

nization in their initial transmission. Source and destination pairs are chosen uniformly among

the nodes in the network. The simulation time is set to600 seconds, and identical mobility

and traffic scenarios are used across protocols.

Experiments are repeated for 10 trials with different random number seeds. Results

present a95% confidence interval. Each data point represents the mean over the 10 runs

discarding the lowest and largest results (quantile of one).

Four performance metrics are evaluated:

• Packet delivery ratio, the ratio of the data packets delivered to the destination to those

generated by the CBR sources.

• Average end-to-end delayfor data packets, including all possible delays caused by route

discovery latency, queuing at the interface, retransmission delays at the MAC layer, and

propagation and transfer times.

• Routing load, the number of routing packets transmitted per data packet delivered to the

destination, where each hop traversed by the packet is counted as one transmission.

• MAC collisions, the number of collisions detected at the MAC layer.
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Results

We show that AODV-EDP outperforms the other protocols in most of the perfor-

mance metrics. OLSR performs better than AODV-EDP in terms of routing load and the

number of MAC collisions (a difference of about10% less collisions). However, we have to

analyze these results together with the other metrics.

For example, a lower end-to-end delay might be resulting from a large sample of

packets delivered through the shortest connections, and the total number of packets delivered

could be a way smaller than for other protocols, giving us a wrong impression about the whole

picture. Besides that, we do not expect improvements for all the metrics analyzed because

there is always a trade-off between improvements in one aspect and losses in some others.

Figure 3.5 shows the packet delivery ratio. AODV-EDP presents an almost constant

packet delivery ratio for all pause times. As the network becomes more static, the proactive

approach of OLSR starts to payoff and it performs better than standard AODV, but AODV-

EDP has a higher delivery ratio for all the pause times. AODV-DP shows that DP alone can

improve AODV; however, it also shows that there is room for more improvement (i.e., there

is some more redundancy that can be eliminated). OLSR performs better than AODV-DP for

large pause times (after500s pause time).

As pointed out by Perkins et al [46], the possibility of link failures is low with

low mobility, but due to the node movement model (random way-point) nodes usually get

clustered. This situation is responsible for congestion in those regions in the presence of high

traffic. This causes the link layer to report link failures even though the nodes are relatively

static and a physical link still exists between the nodes. This is observed on Figure 3.5, where
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Figure 3.5: Packet delivery ratio for 50 nodes and 30 flows (120 packets/s)

we notice a decreasing on the packet delivery ratio for some larger pause times.

Figure 3.6 shows the average end-to-end delay. AODV-EDP presents an almost

constant mean latency, and is always the best for all pause times. Together with the packet

delivery ratio, these results show that besides delivering more packets AODV-EDP delivers

them faster than the other protocols. AODV-DP again shows that DP alone improves AODV,

but OLSR is still better than AODV-DP for large pause times. Clustering of nodes has a direct

impact on the latency as well. Packets spend more time waiting on the queues, and usually

need to be retransmitted due to increased congestion.

Figure 3.7 presents the routing load. As expected, AODV-EDP has a lower routing

load in comparison to standard AODV, because it reduces the number of broadcast transmis-

sions. As expected, AODV-DP reduces the control overhead compared to AODV, but not as

much as AODV-EDP. OLSR has the lowest routing load, but at the same time it gets a compa-

rable delivery ratio only when the network is more static. As mobility increases, OLSR does
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not deliver as many packets as AODV-EDP, and does not improve the end-to-end delay for any

pause time. In another words, less control overhead does not translate in better performance

for the upper layers.

Figure 3.8 shows the number of collisions at the MAC layer. The number of colli-
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Figure 3.8: MAC collisions for 50 nodes and 30 flows (120 packets/s)

sions for standard AODV is noticeable larger than the other protocols, because a node always

responds to the first received RREQ (if the TTL is valid, i.e., greater than zero). Because both

AODV-EDP, AODV-DP, and OLSR reduce the number of necessary broadcasts, it translates

in less collisions. OLSR produces slightly fewer collisions than AODV-EDP. However, these

results when interpreted together with the packet delivery ratio and the end-to-end latency of

both protocols indicate that AODV-EDP incurs a few more collisions because it delivers more

packets.

Because the scenarios we have used to evaluate our approach differ from those pre-

sented in [37], and because we implemented our solution together with a neighbor and routing

protocol, we do not know how our solution compares to TDP and PDP. The relation be-

tween the savings of pruning (too much, or too little) and the degree of broadcast redundancy

achieved, can be different, depending on the physical environment under consideration. If

we take into account that more packets being broadcasted translate into more contention and
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collisions, we could have a different picture, depending on the number of broadcasts that are

avoided.

3.4 Applying EDP to AODV in the Context of Directional Anten-

nas

In addition to applying EDP to reduce the number of nodes that need to propagate

RREQs transmitted on broadcast mode, information regarding prior routes to a destination is

used to unicast RREQs to a region close to the intended destination, so that broadcast RREQs

are postponed as much as possible and occur (if necessary) only close to the destination, rather

than on a network-wide basis [52].

Directional antennas are assumed, which provide higher spatial reuse [29] [66] than

omni-directional antennas for unicast transmission. An advantage of using directional an-

tennas is that they allow a larger number of simultaneous transmissions compared to omni-

directional antennas.

Figure 3.9 presents the pseudo-code for the modified RREQ. A route request

(RREQ) is handled as follows:

• If the source of a RREQ does not have any previous knowledge about the route to

the destination or is retrying the RREQ, it calculates its forwarder list using EDP, and

broadcasts the packet (Lines 8, 9, and 14).

• On the other hand, if the source of a RREQ has knowledge about a recently expired

route to the destination, and there is a valid route to the next hop towards the destination
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Figure 3.9: RREQ Algorithm
Data: ni, destinationD, FS, FSS

, Ui

Result: Unicast the RREQ, or Broadcast the RREQ
begin

if recently expired route toD and not retryingthen1

NextHop←− previous nextHop(D)2

if validRoute(NextHop) then3

result←− Unicast4

else5

result←− Broadcast6

else7

result←− Broadcast8

Fi ←− EDP (ni,FS,FSS
, Ui)9

Update RREQ packet withFi10

if result == Unicast then11

Unicast the RREQ packet toNextHop12

else13

Broadcast the RREQ packet14

end

(Lines 2, 3, and 4), the node calculates the forwarder list using EDP (Line 9), but instead

of broadcasting the RREQ packet, the node unicasts the packet to the last known next

hop towards the destination (Line 12).

• Upon receiving a route request, a forwarder that cannot respond to this request calcu-

lates its own forwarder list using the information provided in the RREQ packet (i.e.,

forwarder list, second to previous forwarder list, and source node) and broadcasts or

unicasts the packet (depending on which one of the two first cases apply) after updating

it with its own forwarder list.

Eventually, the RREQ reaches a node with a route to the destination or the desti-

nation itself. Our approach attempts to reduce the number of collisions and the delay of the

route discovery by unicasting a RREQ towards the region where the destination was previ-
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ously located. The success of this approach depends on how fresh the previous known route

to the destination is, and how fast the destination node is moving out of the previous known

location. If an intermediate node has completely removed any route to the destination, the

RREQ is then broadcasted. The intended effect is to postpone the broadcast of a RREQ to

the region closest to the destination. In the case that the unicast approach fails, or there is no

previous route to the destination, the source broadcasts by default.

Because of topology changes, nodes may not have correct two-hop neighborhood

information, which may result in forwarding lists that do not cover all nodes in the neigh-

borhood. However, this is not a major problem when the request is broadcasted, because a

node incorrectly excluded from the forwarder list may also receive the request and is able to

respond in the case it has a route to the destination.

3.4.1 Simulations and Performance Results

Qualnet™ [1] provides two models for directional antennas:switched beamwith

multiple patterns (circular array with 8 patterns), andsteerablewith multiple steerable patterns

(triangular array with4 different beam widths). The antenna model is receiver side only due

to the omni-directional MAC protocol. In our simulations we have used theswitched beam

model for all the simulations and routing protocols. The radio model used is a2Mbps IEEE

802.11 device. Terrain size and radio range are adjusted for each particular scenario.

Traffic sources are continuous bit rate (CBR). Only512-bytes data packets are used.

The source-destination pairs are chosen randomly among the nodes in the network. Flows

last in average for50s (following an exponential distribution), unless otherwise mentioned.
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Source nodes keep active flows during all simulation time (new destinations are randomly

selected as needed). Nodes begin transmitting at50s plus an offset uniformly chosen over a

5s period to avoid synchronization in their initial transmissions. The simulation time is set to

600 seconds, and identical mobility and traffic scenarios are used for all protocols. Initially

nodes are placed uniformly over a grid. Nodes move according to the random way-point

model with velocities between1 and20m/s. Six pause times are tested:0s (always moving),

50s, 100s, 300s, 400s, and600s.

Experiments are repeated for10 trials with different random-number seeds. Results

present a95% confidence interval. Each data point represents the mean over the10 runs

discarding the lowest and largest results (quantile of one).

50-Node Scenario

The network is composed of50 nodes spread over an area of1500m x 300m. The

radio has a nominal transmission range of250m. The network is tested for three traffic mod-

els:

• 30 source nodes transmitting4 packets/s, each flow lasting in average50s (exponential

distribution).

• 40 source nodes transmitting3 packets/s (flows of50s as in the previous scenario).

• 30 source nodes transmitting4 packets/s, with very short flows (flows lasting in aver-

age10s and20s).
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In both scenarios, we have a total of120 data packets being injected into the net-

work every second. We show that, in all of the categories, AODV-EDP outperforms the other

protocols. Figures 3.10 and 3.11 summarize the results for30 and40 flows, and Figures 3.12

and 3.13 summarize the results for30 sources varying the flow duration.

As pointed out by Perkins et al [46], the possibility of link failures is low with

low mobility, but due to the node movement model (random way-point) nodes usually get

clustered. This situation is responsible for congestion in those regions in the presence of high

traffic. This causes the link layer to report link failures even though the nodes are relatively

static and a physical link still exists between the nodes. This is observed on Figure 3.10(a),

where we notice a decreasing on the packet delivery ratio for some larger pause times.

Figure 3.10(b) shows the average end-to-end delay for30 flows. AODV-EDP

presents an almost constant mean latency, and is always the best for all pause times. To-

gether with the packet delivery ratio, these results show that besides delivering more packets

for most of the pause times, AODV-EDP delivers them faster than the other protocols. AODV-

DP again shows that DP alone improves AODV. Clustering of nodes has a direct impact on

the latency as well. Packets spend more time waiting on the queues, and usually need to be

retransmitted due to increased congestion.

Figure 3.11(a) presents the routing load for30 flows. As expected, AODV-EDP has

a lower routing load compared to standard AODV, because it reduces the number of broadcast

transmissions. AODV-DP reduces the control overhead compared to AODV, but not as much

as AODV-EDP.
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Figure 3.10: 50 Nodes, 30 and 40 flows: packet delivery ratio and end-to-end delay
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Figure 3.11: 50 Nodes, 30 and 40 flows: control overhead and MAC collisions
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Figure 3.11(b) shows the number of collisions at the MAC layer for30 flows. The

number of collisions for standard AODV is noticeable larger than the other protocols, be-

cause a node always respond to the first received RREQ (if the TTL is valid, i.e., greater than

zero). Because both AODV-EDP and AODV-DP reduce the number of necessary broadcasts,

it translates in less collisions.

In this scenario we increase the number of flows but keep the same number of data

packets being injected into the network (each source sends3 packets/s). Figure 3.10(a) shows

the packet delivery ratio. AODV-EDP presents an almost constant packet delivery ratio for all

pause times, and it has a higher delivery ratio for all the pause times. The effect of clustering is

noticeable on Figure 3.10(a). This result shows that by increasing the number of flows, more

nodes in the network participate in active communications, what translates in more replies

coming from intermediate nodes during the route discovery process. In these circumstances,

it helps even more when a request can be unicasted instead of broadcasted.

Figure 3.10(b) shows the average end-to-end delay for40 flows. AODV-EDP

presents an almost constant mean latency, and is always the best for all pause times. In this sce-

nario AODV-EDP again deliver more packets, and doing it faster than the two other variants.

AODV-DP again shows that DP alone improves AODV. For all the pause times, AODV-DP

presents less than half the latency produced by AODV. On its turn, AODV-EDP reduces even

more the end-to-end delay, having almost all the time half the latency produced by AODV-DP.

The impact of clustering of nodes in the latency of data packets is more noticeable only for

AODV.
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Figure 3.11(a) presents the routing load for40 flows. As expected, there is an in-

crease in the routing load because there are more flows (and destinations) in the network. It

is more noticeable the improvements introduced by both dominant pruning techniques, but

AODV-EDP performs better for all pause times.

Figure 3.11(b) shows the number of collisions at the MAC layer for40 flows. Al-

though a larger number of flows, for both AODV-DP and AODV-EDP we notice only a slightly

difference (sometimes even less collisions) compared to the30 flows scenario. But AODV

incurs on more collisions than on the previous scenario. In all situations AODV-EDP outper-

forms the two other variants.

In this set of simulations we play with the flow duration. At any given time, there

are at least30 active flows, and every node in the network has a chance to be the source of

at least one session . In fact, because we are dealing with flows of short duration, every node

participates as a sender and as a receiver on several different sessions during the simulation

time. Flows last in average10s and20s (exponential distribution). As mentioned before,

flows start at50s of simulation time with a jitter of5s. For each flow duration, simulations

are run for the same number of trials as in the previous scenarios.

The results presented in Figures 3.12 and 3.13 show that DP alone improves the

performance of AODV for all pause times and for all flows. But AODV-EDP performs better

than the other two protocols in all situations, and it also presents the smallest variance among

the three protocols. Both AODV-DP and AODV-EDP present an almost constant performance

for all pause times. As expected, we notice again a great reduction on the control overhead

due to the pruning of redundant broadcasts. But we also notice that AODV performs as well
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as the other protocols regarding number of collisions in situations with large pause times and

flows of20s.

100-Node Scenario

The network is composed of100 nodes spread over an area of2200m x 600m. The

radio has a nominal transmission range of280m. For traffic sources, we have two traffic mod-

els:40 source nodes transmitting3 packets/s, and60 source nodes transmitting2 packets/s.

In both cases we have a total of120 data packets being injected into the network every second.

We show that, in most of the categories, AODV-EDP outperforms the other protocols. For all

the metrics evaluated, AODV-EDP presents the smallest variance.

Figure 3.14(a) shows the packet delivery ratio for40 flows. AODV-EDP presents an

almost constant packet delivery ratio for all pause times, as well as a higher delivery ratio for

all pause times. AODV-DP performs worse than AODV specially in the high mobility scenar-

ios, as the network gets more static the difference between AODV and AODV-DP becomes

very small.

Figure 3.14(b) shows the average end-to-end delay for40 flows. AODV-EDP

presents an almost constant mean latency, and is always the best for all pause times. Together

with the packet delivery ratio, these results show that besides delivering more packets, AODV-

EDP delivers them faster than the other protocols. Although AODV-DP performs better than

AODV, AODV-DP delivers less packets than AODV.

Figure 3.15(a) presents the routing load for40 flows. As expected, AODV-EDP has

a lower routing load in comparison to standard AODV, but the difference among the protocols
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Figure 3.14: 100 Nodes, 40 and 60 flows: packet delivery ratio and end-to-end delay
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is a way larger than in the50 nodes scenario. AODV-DP reduces the control overhead com-

pared to AODV, but not as much as AODV-EDP. AODV-DP shows that DP alone improves

the control overhead, but it does not improve as much as EDP.

Figure 3.15(b) shows the number of collisions at the MAC layer for40 flows. As

expected, the number of collisions for standard AODV is noticeable larger than the other

protocols. AODV-EDP incurs4 to 5 times less collisions than AODV for most of the pause

times, and almost half of the collisions incurred by AODV-DP. AODV-EDP also presents the

smallest variance, and an almost constant number of collisions for all pause times.

Figure 3.14(a) shows the packet delivery ratio for60 flows. AODV-EDP presents

an almost constant packet delivery ratio for all pause times, as well as a higher delivery ratio.

AODV-DP performs worse than AODV but the difference is smaller compared to the40 flows

scenario.

Figure 3.14(b) shows the average end-to-end delay for60 flows. AODV-EDP

presents an almost constant mean latency, and is always the best for all pause times. As

in the previous scenarios, besides delivering more packets, AODV-EDP delivers them faster.

AODV-DP performs better than AODV, but it also delivers slightly less packets than AODV.

As expected, the latency increases compared to the40 flows scenario, but not as much for

AODV-EDP.

Figure 3.15(a) presents the routing load for60 flows. AODV-DP performs better

than AODV, specially for larger pause times. AODV-EDP is the best again, and when com-

paring the results against the40 flows scenario, we observe that only AODV-EDP does not

increase the control overhead proportionally as observed in the two other protocols.
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Figure 3.15(b) shows the number of collisions at the MAC layer for60 flows. Com-

pared to the40 flows scenario, AODV increases about50% the number of collisions, while

both AODV-EDP and AODV-DP increase around15% the number of collisions. Both pruning

techniques show to be effective on reducing redundant broadcasts, but EDP outperforms DP

in all aspects.

3.5 Conclusions

We presented an enhanced dominant pruning approach that allows pruning redun-

dant broadcasts even more than the conventional dominant pruning heuristic. Redundant

broadcasts increase the number of packet collisions, and consequently delay the response for

RREQs in the route discovery process. EDP is shown to reduce the number of broadcast trans-

missions when compared to standard DP. Because EDP requires the two-hop neighborhood

to determine the forwarder list, we built a neighbor protocol as part of AODV. By making the

neighbor protocol part of AODV, the result is a more accurate view of the local topology, and

therefore more accurate is the determination of the forwarder list.

In the context of omni-directional antennas, AODV-EDP improves the packet de-

livery ratio for all the pause times tested in the50 nodes and30 flows scenario. The other

protocols (standard AODV and OLSR) deliver fewer packets than AODV-EDP (the only ex-

ception is at900s when OLSR has the same delivery ratio as AODV-EDP). The end-to-end

delay is much better in AODV-EDP, and is less than half of the delays incurred by the other two

protocols. The better delivery ratio and lower latency do not come for free, and AODV-EDP

incurs more normalized routing load than OLSR, but less than standard AODV. The reduction

55



of broadcast replicas by AODV-EDP and OLSR translates into a lower number of collisions

at the MAC layer.

In addition to applying EDP to reduce the number of nodes that need to propagate

RREQs transmitted on broadcast mode, information regarding prior routes to a destination is

used to unicast RREQs to a region close to the intended destination, so that broadcast RREQs

are postponed as much as possible and occur (if necessary) only close to the destination,

rather than on a network-wide basis. Directional antennas are assumed, which provide higher

spatial reuse than omni-directional antennas for unicast transmission. In this context, we

show through extensive simulation results that AODV-EDP improves the performance in all

aspects (i.e., the four metrics chosen) for all the pause times in the50-node and the100-

node scenarios. The other protocols (standard AODV and AODV-DP) deliver fewer packets

than AODV-EDP. AODV-EDP not only delivers more packets, but it does it faster than the

other protocols. AODV-EDP also presents the smallest variance among the protocols, and

almost constant results for all the metrics considered in the simulations (with some exceptions

because of clustering of nodes due to the mobility model).
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Chapter 4

Improving On-Demand Routing with

Two-Hop Connected Dominating Sets

We introduce thethree-hop horizon pruning(THP) [51, 53, 54] algorithm to make broadcast

operations more efficient in ad hoc networks using contention-based MAC protocols. THP

builds atwo-hop connected dominating set(TCDS) of the network, which is a set of nodes

such that every node in the network is withintwo hops from some node in the dominating

set. Efficiency of broadcast operations is attained by implementing forwarding schemes that

take advantage of a TCDS. More specifically, every node provides its one-hop neighbors with

a list specifying one or more tuples, each with the identifier of a one-hop neighbor and a bit

indicating if that neighbor dominatesanytwo-hop neighbor. To forward a broadcast packet, a

node tries to obtain the smallest subset offorwarders, which are one-hop neighbors that use

some of the node’s two-hop neighbors to reachanynode that is three hops away. After such a

selection of forwarders, the node broadcasts its packet with a header specifying its forwarder
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list, and each forwarder in turn repeats the process.

THP is the first heuristic to take into account three-hop information in the selection

of relay nodes for the broadcasting of packets, while incurring signaling overhead that is

much the same as that of heuristics based on two-hop information. THP is also the first

neighbor-designated algorithm for computing a TCDS. The one-hop neighbor list and the

one-hop dominating listcommunicated to a node by its one-hop neighbors provide the node

with a three-hop horizon of how a broadcast message can be propagated to nodes that are three

hops away, even though they are unknown.

When a broadcast protocol based on neighbor information is used it is possible

to maintain fresh routes to all nodes within two hops, because every node has the two-hop

neighborhood information. For example, in on-demand routing protocols (e.g., theAd-hoc

On-demand Distance Vector Protocol(AODV) [45]) it is not necessary to broadcast theroute

request(RREQ) packet to every node in the network: disseminating it to a TCDS of the

network is enough.

THP is shown to improve the performance of networks with low mobility when

it is used for broadcasting of route request (RREQ) messages in AODV. However, because

THP relies on an accurate view of the two-hop neighborhood, high mobility can degrade its

performance considerably.

To address this problem, we propose theThree-hop Horizon Enhanced Pruning

(THEP). A virtual radio range(VR), shorter than the physical radio range (RR), is used for

gathering information about the local neighborhood (i.e., two-hop neighborhood). Instead of

using two different transmission powers as proposed by Wu and Dai [70], a single transmis-
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sion power is used while still managing to have abuffer zonein which neighbors can move

without compromising network connectivity. Having two transmission powers,tmin andtmax

(with tmin < tmax), can incur additional interference compared to having just one transmis-

sion powert < tmax, because the transmit power of each node appears as interference noise

degrading thesignal-to-noise ratio(SNR) [9]. In general, the greater the transmit power the

higher the interference to other nodes’ transmissions and receptions.

Upon receiving a broadcast packet, the forwarder list in the packet header is ana-

lyzed together with the current information about the local neighborhood. This is done to find

inconsistencies between the most up-to-dateone-hop dominating listand the one used by the

sender to compute the sender’s forwarder list. Changes in the local topology may have im-

pacted theone-hop dominating list. If that is the case, a node may decide to relay a broadcast

packet even though it was not selected as a forwarder by the sender.

4.1 Three-Hop Horizon Pruning (THP)

The most efficient broadcasting algorithms that have been proposed to date prune

unnecessary transmissions using two-hop topology information at each node. Each node se-

lects a subset of one-hop neighbor nodes whose transmissions reach all its two-hop neighbor

nodes. Because every nodes carries out the same type of pruning, a broadcast packet can po-

tentially reach all network nodes using fewer transmissions, depending on the reliability of

the MAC layer.

In DP, the forwarder list is a set of one-hop nodes such that all two-hop nodes are

covered. The approach we use in the Three-Hop Horizon Pruning (THP) algorithm is to make
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the pruning process in DP more efficient by using topology information three hops away from

a given node, while incurring very limited additional signaling overhead in conveying such

information.

The information about the two-hop neighborhood of a node can be disseminated by

means of aneighbor protocolthat is independent of the routing protocol, or by periodically

advertising the one-hop neighbor list using HELLO messages as part of the routing protocol.

Without loss of generality, let us assume that nodes use HELLO messages to advertise the

one-hop neighbor lists of nodes.

Based on the one-hop neighbor lists from its one-hop neighbors, each node can

determine which one-hop neighbor it can use to reach any two-hop neighbor. Hence, node

nj could derive aone-hop dominating list, Dj
1-hop, by running standard DP over the two-hop

neighborhood as if nodenj were the source (for notation refer to the List of Notations).

In addition to informing its one-hop neighbors about its one-hop neighbor list, node

nj also communicates itsone-hop dominating listDj
1-hop to its one-hop neighbors. To reduce

the space required for this additional information, theone-hop dominating listis encoded in

a bit-map format. Because a node lists all its one-hop neighbors in its HELLO message, and

because theone-hop dominating listis a subset of the one-hop nodes (i.e.,Dj
1-hop ⊂ N j

1 ), it

suffices to signal (i.e., one bit per node) which neighbors areone-hop dominating nodes.

The one-hop neighbor list and theone-hop dominating listcommunicated to a node

by its one-hop neighbors provides the node with athree-hop horizonof how a broadcast

message can be propagated to nodes that are three hops away, even though they are unknown.

For nodeni, the set of allDj
1-hop for all nj ∈ N i

1, contain the set of two-hop nodes covering
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Figure 4.1: Network example: (A) Nodea knows its two-hop neighborhood, and theone-hop domi-
nating nodes(i.e.,D1-hop ) selected by each one-hop neighbor. A subset of nodes from

⋃
nj∈Na

1
Dj

1-hop

(i.e., {g, h, i, j}) cover all nodes in the three-hop neighborhood of nodea . (B–F) show the network
from the point of view of each neighbor of nodea, and how eachD1-hop list is obtained via DP.

all three-hop nodes of nodeni. Figure 4.1 (A) shows an example network. Nodea knows

its two-hop neighborhood, and also theone-hop dominating listadvertised by each one-hop

neighbor (along with the one-hop neighbor list). Figure 4.1 (B through F) show the network

from the point of view of each one-hop neighbor of nodea, and how they get to theone-hop

dominating list(i.e.,D1-hop) by running DP. Excluding nodea itself and its one-hop neighbors,

the list of nodes from allDj
1-hop for all nj ∈ Na

1 is reduced to{g, h, i, j}, and we can see that

all three-hop nodes of nodea are covered by these set of nodes.
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Instead of simply using the two-hop neighbor coverage as the main criteria for se-

lecting forwarders as is done in standard DP, THP uses the advertised neighbor’sone-hop

dominating list(i.e.,D1-hop) to compute which one-hop neighbors have forwarders other than

nodes inN i
1 + ni (i.e., nodes other than the node itself and its one-hop neighbors). Figure 4.3

presents the pseudo-code for THP (for notation refer to List of Notations). LetC be the list of

nodes to be considered as candidates for forwarders. One-hop neighbors of the senderS do

not need to be taken into account (line 1), because the sender already did it. For all candidates

to forwardersnk ∈ C, the list of nodes to be covered (i.e., setU [k]) is built. From the list

Dk
1-hop, only nodes that are not one-hop neighbors of the current node,ni, and are not nodeni

itself, are included in the listU [k] (lines 2 through 6). The set to be covered,U , is composed

of all subsetsU [k] for all nodesnk ∈ C. Nodes inU [k] that are covered (i.e., in another subset

of U or a neighbor of some node inC) by another node inC can be eliminated (lines 7 through

12, and Figure 4.2). For all candidatesnk ∈ C and for every nodenm ∈ U [k], the algorithm

checks if there is another candidate to forwardernl ∈ C such that nodenm is a neighbor of

nodenl. If this is the case, then nodenm can be removed from the set covered by nodenk

(i.e.,U [k]). In other words, if there is some candidatenl that is neighboring a nodenm (which

may or not be inU [l]) that is in the set to be covered by candidate nodenk, then nodenm

does not need to be covered by nodenk, given that nodenl being a neighbor of nodenm did

choose it asone-hop dominating nodeor has another neighbor covering the nodes covered by

nodenm. In case nodenl did not choose nodenm as aone-hop dominating node, it may be

the case that nodenl has another neighbor(s) covering the nodes advertised by nodenm, or

all neighbors of nodenm are also neighbors of nodenl. If the setU [k] becomes empty, then
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is safe to removel from U [j], because nodek covers all nodes covered byl, or has other neighbor(s)
covering the nodes covered byl.

nodenk is no longer a candidate to forwarder, and can be removed from the setC (lines 11

and 12). One restriction when eliminating redundancy from the setU , is that a nodenk must

have all its nodes in the setU [k] checked before proceeding to the next node in the setC. After

all nodes inC are processed, the nodes remaining in the setC are selected as forwarders.

The following theorem proves that THP forms a TCDS in a connected network.

Theorem 2. Given a connected graphG(V, E), the node subsetN
′
, computed using the THP

algorithm, forms a TCDS ofG.

Proof. By the definition of aone-hop dominating set, for any nodenk in the network, the set

Dk
1-hop is a subset of nodes ofNk

1 such that all nodes inNk
2 are covered. First, we consider

the set of forwarders defined by the source,ni, and then from the initial set of forwarders,

Fi, we show how the TCDS is constructed. For the source nodeni, the list of candidates

to forwarders,C, include all the one-hop neighbors of nodeni (i.e., N i
1). Becauseni is the

source,S = ∅. The setU =
∑

j∈N i
1
U [j] cover all three-hop nodes of nodeni, because it
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includes all the nodes covering the two-hop neighborhood of all neighbors of nodeni (i.e.,

∀ nj ∈ N i
1, nodeni knowsDj

1-hop). A nodenk ∈ U [j], such that nodenk ∈ N l
1 for node

nl ∈ C (nl 6= nj), can be excluded fromU [j], because nodenk is covered by nodenl, which

is another valid candidate to forwarder. This assertion holds given that all nodes inU [j] are

processed before proceeding to the remaining nodes inC (i.e., for any nodenj ∈ C, check

this condition for all nodes inU [j], before proceeding to the next nodenl ∈ C). Hence, the

nodes inU cover all two-hop and three-hop nodes of nodeni. The set of forwarders,Fi,

is a subset of nodes in the setC, such that all nodes inU are covered. On their turn, nodes

{nj1 , nj2 , ..., njm} ∈ Fi compute their setsC, excluding the sender (i.e.,S = ni), and the one-

hop neighbors shared with the sender (N j
1 ∩N i

1), because these nodes are already considered

by nodeni when deriving the setFi. Nodes{nj1 , nj2 , ..., njm} ∈ Fi derive their list of

forwarders, i.e.,{Fj1 ,Fj2 , ...,Fjm} (which can be an empty list in case no candidates lead to

three-hop nodes). Each individual set in{Fj1 ,Fj2 , ...,Fjm} cover the three-hop neighborhood

of nodes{nj1 , nj2 , ..., njm} respectively. Given that the set of nodes{nj1 , nj2 , ..., njm} cover

the three-hop nodes of nodeni, the joint sets{Fj1 ,Fj2 , ...,Fjm} cover the four-hop nodes

of nodeni. Therefore, the set of forwarders chosen subsequently cover all nodesd + 3 hops

away from the source, whered is the distance from the forwarder to the source. Because

a forwarder is selected by a previous forwarder, or by the source, the set of forwarders is

connected. Furthermore, because a forwarder checks for neighbors that reach three-hop nodes,

it is guaranteed that, whenever there is at least one three-hop node, a forwarder is selected

among the forwarder’s one-hop neighbors. Because the selection process ends when no more

three-hop nodes can be reached from a forwarder, it is guaranteed that any node in the network
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is at most two hops from a forwarder.

Figure 4.3: THP

Data: ni (any given node),S (sender),Dk
1-hop for all k ∈ N i

1

Result: Fi, the forwarder list
begin
C ←− N i

1 −NS
11

/* Select neighbors with one-hop dominating nodes
other than one-hop neighbors and the node
itself */

for nk ∈ C do2

U [k]←− ∅3

for nl ∈ Dk
1-hop do4

if nl /∈ (N i
1 + ni) then5

U [k]←− U [k] + {nl}6

/* Exclude candidates covered by another
candidate in C */

for nk ∈ C do7

for nm ∈ U [k] do8

if ∃ (nl 6= nk) ∈ C | nm ∈ N l
1 then9

U [k]←− U [k]− nm10

if U [k] == ∅ then11

C ←− C − nk12

/* For every node nk ∈ C, and for every nm ∈ U [k],
there is no other nl ∈ C such that nm ∈ U [l];
therefore, all nodes in C are forwarders. */

Fi ←− C13

return Fi14

end

4.1.1 Example of THP Operation

Figure 4.4 depicts an example of applying THP to compute a TCDS, having nodea

as the source. First, lets consider theone-hop dominating listsannounced by the neighbors of

nodea: Dk
1-hop = {g, h, o, p}, Dp

1-hop = {a, b, h, k}, Ds
1-hop = {a, p, b}, Do

1-hop = {a, k, r},
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andDr
1-hop = {a, o, w}. Because nodea is the source, all its one hop neighbors are candidates

to be forwarders. We have thatU [k] = {h, g}, U [o] = ∅, U [p] = {h, b}, U [r] = {w},

andU [s] = {b}. Nodeo is not a candidate, because it does not provideone-hop dominating

nodesother than one-hop neighbors of nodea, or nodea itself. In other words, nodeo has

no two-hop neighbors other than those reachable through nodea’s neighbors or nodea itself.

Therefore, there is no use to forward the packet toward nodeo. After excluding candidates

covered by another candidate to be a forwarder (considering nodes inC are processed in

alphabetical order), we obtain:U [k] = {g}, U [p] = ∅, U [r] = {w}, andU [s] = {b}. Notice

that nodeh is not listed in any of theU ’s list. However, there is at least one node (node

k) in C covering nodeh, because a nodenm can only be removed from listU [k] if there is

another valid candidatenl covering nodenm (i.e., nm ∈ N l
1). The source’s forwarder list is

then defined asFa = {k, r, s}. Now we look at each node inFa. Nodek hasC = {g, h},

U [g] = ∅, andU [h] = {i}. Note that bothp ando are excluded from the setC, because

they are also neighbors of the sender. Based on that, we have thatFk = {h}. Nodes has

C = {b}, andU [b] = {l, t}, which gives usFs = {b}. Noder hasC = {v, w}, U [v] = ∅, and

U [w] = ∅; hence, it has no forwarders. Nodeh has no forwarders, because the only candidate,

nodei, has no node inDi
1-hop = {h} other than nodeh itself (i.e.,U [i] = ∅). For nodeb,

we have a similar situation, where both candidates, nodesl andt, lead to no other three-hop

neighbor (i.e.,U [l] = U [t] = ∅); hence, it has no forwarder.
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4.1.2 Efficacy of THP

This section evaluates the efficacy with which THP operates relative to other heuris-

tics, when a TCDS is preferred over a CDS. We compare THP against the best-performing

heuristics reported to date, namely DP, TDP, EDP, MPR, CC-I (with2-hop neighborhood

information,2-hop routing history, and node-degrees as priority values), and an approxima-

tion to the MCDS problem. With the exception of MCDS (which is used as a lower bound

for comparison purpose), all the other algorithms require the information about the two-hop

neighborhood of nodes.

There is a clear trade-off between efficiency and reliability; that is, fewer nodes

broadcasting reduces contention and collision of packets, but it may also reduce the chances

of all nodes in the network receiving the broadcast packet. Therefore, the reliability of the

MAC protocol is expected to affect the performance of any such broadcasting algorithms.

To focus on the efficiency of the heuristics themselves, we use a customized simulator and
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assume anidealMAC protocol with which no collisions can occur. This is the same approach

adopted in [15,37,68,69] to compare the efficacy of heuristics.

DP is a distributed algorithm that determines a set cover based on the knowledge

of the two-hop neighborhood. DP uses thegreedy set cover(GSC) algorithm to compute the

forwarder list of a packet. GSC recursively chooses one-hop neighbors that cover the most

two-hop neighbors, repeating the process until all two-hop neighbors are covered.

Like DP, MPR also applies GSC in the selection of dominating nodes. However,

MPR first chooses as forwarders those candidates that have exclusive coverage of some two-

hop neighbor, and only then apply GSC over the remaining nodes. Fig. 4.5 shows an example

illustrating the benefits of this approach over standard DP. With standard DP, nodea in Fig. 4.5

can start choosinganyone of its neighbors, because they all have the same coverage area (i.e.,

two nodes, excluding nodea and the one-hop neighbors ofa ). Therefore, with standard DP

nodea could choose nodec as a forwarder first, and in this case it would be forced to select its

other two neighbors, because nodeb is the only neighbor covering nodee, and noded is the

only neighbor covering nodef . In the MPR approach, nodesb andd must be selected first,

and in this case nodec is not chosen, because nodesb andd cover all the two-hop nodes.
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TDP [37] requires that the two-hop neighborhood of the sender be piggy-backed in

the header of the packet. This information reduces the size of the two-hop neighbor set that

needs to be covered by the forwarders. The header size increases proportionally to the number

of nodes in the two-hop neighborhood, which may become a problem in dense networks.

PDP [37] enhances DP by eliminating the two-hop nodes advertised by a neighbor shared by

both the sender and the receiver (forwarder). EDP [50] requires thesecond-to-previous(STP)

forwarder list in addition to the forwarder list, reducing the number of forwarders compared

to DP.

In CC-I (dynamic), a nodeni does not broadcast the packet if for any two neighbors

nj andnk, there is a path connecting them via several intermediate nodes with either higher

priority values (e.g., node degree, node IDs) than nodeni, or with visited node status (i.e., the

h most recently visited nodes are included in the packet header).

Because the MCDS problem is an NP-complete problem, we use an approximation

algorithm as a lower bound for the MCDS problem when comparing against the other algo-

rithms. The algorithm used is based on the solution provided by Guha and Khuller [22]. This

algorithm runs in polynomial time and achieves an approximation factor ofO(H(d)), where

d is the maximum degree, andH(d) is thedth harmonic number (i.e.,H(d) =
∑d

i=1 1/i).

Nevertheless, this algorithm is not suitable for wireless ad-hoc networks, because it requires

the knowledge of the whole network topology. The approximation algorithm used in [37] is

not a good approximation because it uses a scanning rule that fails in some circumstances

according to Guha and Khuller [22].

For the simulations, we vary the network size (i.e., number of nodes and terrain
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Table 4.1: Terrain Size (in meters)

# of nodes Configuration1 Configuration2
20 499 x 499 400 x 400
30 612 x 612 489 x 489
40 707 x 707 565 x 565
50 790 x 790 632 x 632
60 866 x 866 692 x 692
70 935 x 935 748 x 748
80 999 x 999 800 x 800
90 1060 x 1060 848 x 848
100 1118 x 1118 894 x 894
110 1172 x 1172 938 x 938
120 1224 x 1224 979 x 979
130 1274 x 1274 1019 x 1019
140 1322 x 1322 1058 x 1058
150 1369 x 1369 1095 x 1095
160 1414 x 1414 1131 x 1131
170 1457 x 1457 1166 x 1166
180 1500 x 1500 1200 x 1200
190 1541 x 1541 1232 x 1232
200 1581 x 1581 1264 x 1264

size) and measure the total number of forwarders for flooding the whole network. For each

configuration (i.e., number of nodes and terrain size) we obtain the value for the metrics for

500 arbitrary networks (nodes are randomly placed over the terrain, and connectivity is tested

to ensure that the network is connected). Results represent the average over the500 different

networks. The network size is varied from20 nodes to200 nodes. For the same number

of nodes, we vary the terrain size according to two configurations so that we can test the

algorithms for different node density (see Table 4.1). Configuration1 has a node density of

80 nodes/km2, and Configuration2 has125 nodes/km2. For both configurations the radio

range is set to250m; consequently we have that nodes in Configuration2 have, in average,

larger node degree than nodes in Configuration1.
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Table 4.2: THP using DPversusTHP using MPR: number of forwarders (average± standard devia-
tion)

# of nodes THP using DP (average± std) THP using MPR (average± std)
20 2.102± 0.066 2.094± 0.066
30 4.356± 0.085 4.324± 0.084
40 6.978± 0.096 6.932± 0.096
50 9.928± 0.118 9.888± 0.116
60 12.884± 0.127 12.814± 0.128
70 16.226± 0.146 16.15± 0.145
80 19.474± 0.154 19.4± 0.153
90 22.706± 0.165 22.578± 0.166
100 26.3± 0.187 26.198± 0.184
110 30.104± 0.188 30.022± 0.186
120 33.576± 0.21 33.426± 0.209
130 37.468± 0.212 37.344± 0.209
140 40.882± 0.23 40.664± 0.228
150 44.654± 0.23 44.516± 0.23
160 48.978± 0.249 48.826± 0.248
170 52.438± 0.249 52.278± 0.25
180 56.156± 0.260 55.98± 0.259
190 60.584± 0.291 60.306± 0.293
200 64.256± 0.304 64.014± 0.304

Because THP prunes over theone-hop dominating listsadvertised by the one-hop

neighbors, computing theone-hop dominating listsusing MPR instead of DP does not add

much power to THP. Table 4.2 shows the results for THP (Configuration 1) based on DP and

based on MPR. As we can see, there is a marginal difference betweenTHP with DPandTHP

with MPR.

Configuration 1

Figure 4.6 presents the total number of forwarders for the six broadcasting algo-

rithms. Because in THP nodes are at most two-hop away from a node in the TCDS, we
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Figure 4.6: Configuration 1: average number of forwarders varying the number of nodes

have situations (e.g., small network sizes,20 to 50 nodes) where THP produces a TCDS with

smaller number of nodes than a CDS in MCDS. Anyway, MCDS is used as the reference to

the best possible results for calculating the DS (but not feasible because we do not want to

require the nodes in the wireless network to keep fresh information about the whole network

topology). As expected, TDP improves DP for all network sizes, but it is more noticeable for

larger networks (i.e.,100 nodes or more). EDP and TDP present similar results, with TDP per-

forming slightly better for some network sizes. MPR performs better than DP, TDP, and EDP,

for networks larger than140 nodes. We notice that CC-I starts performing better than TDP

only for larger networks (i.e.,140 nodes or more). In all circumstances, THP outperforms the

other distributed approaches.
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Configuration 2

The networks in Configuration2 are denser (i.e., larger node degree) than the net-

works in Configuration1. Figure 4.7 shows the average number of forwarders for all broadcast

algorithms. The difference between DP and TDP is more noticeable, because the networks

are denser it pays off to have the two-hop neighborhood of the sender (i.e., in TDP) when cal-

culating the set to be covered. EDP and TDP present similar results, but unlike in the previous

configuration, EDP performs better for networks with more than130 nodes. TDP performs

better than CC-I for networks smaller than120 nodes. MPR starts performing better than DP,

TDP, and EDP, for networks larger than130 nodes. But the difference between MPR and the

other DP variants is more noticeable compared to the previous configuration. For all network
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sizes, THP performs better than the other distributed broadcast algorithms. We also notice that

THP performs better than MCDS for networks with70 or fewer nodes. Once again, this par-

ticular behavior takes place because THP builds a TCDS instead of a CDS, and fewer nodes

exist in the TCDS than in the CDS, especially for dense an small networks. The difference

between THP and CC-I is more accentuated than in Configuration1 for all the network sizes

tested. This shows that the performance improvements attained with THP increases as the

network gets denser.

4.1.3 Using THP for Route Discovery

THP can be applied to any type of broadcast operation that can take advantage

of TCDS. One such operation is the dissemination of route requests (RREQ) in the route

discovery process of on-demand routing protocols. For the purpose of discovering a route

to a destination, it suffices that the RREQ reaches those nodes with a route to the desired

destination. There are two cases to consider in terms of how THP can be used in this context.

If routes to two-hop neighbors are maintained pro-actively, then a node that is one

or two hops away from the destination can reply to the RREQ directly.

On the other hand, if routes to two-hop neighbors are not available pro-actively, then

a RREQ can be propagated in a number of ways once it reaches a node that is two hops away

from the destination. The RREQ can be relayed using the expanding ring search with TTL set

to 2. Alternatively, a node can compute forwarders within the two-hop neighborhood using a

dominating set technique different than THP (e.g., DP).

To study the impact of THP on the route discovery process, we implemented THP
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as the basis for deciding which nodes should broadcast RREQ messages in the route discovery

process of AODV. We named the resulting protocol AODV-THP, and implemented it inQual-

net [1]. To compare AODV-THP against AODV, we use traffic and mobility models similar to

those previously reported for the performance of AODV [46].

To address reliability, we used two versions of AODV-THP. First, AODV-THP im-

plements THP as described previously. Second, we increase the coverage requirement of DP

when computing theone-hop dominating listadvertised in the HELLO messages (i.e.,D1-hop

). Instead of requiringat least onedominating node (forwarder) per two-hop neighbor, ev-

ery two-hop neighbor is covered byat least twoforwarders (except when just one one-hop

neighbor covers a two-hop node). This increases the chances that a two-hop neighbor receives

a RREQ. This second variant is referenced as AODV-THPtwo-cover. The two variants of

AODV-THP and AODV are tested with HELLO messages sent at a rate of1s and2s. For

AODV, we also present results without the use of HELLO messages.

AODV-THP would certainly incur much less overhead if it worked over a MAC

protocol that exchanged the neighbor and forwarder information that we assume is exchanged

as part of the routing protocol itself.

Experiments are repeated for10 trials with different random-number seeds, traffic

endpoints, and topologies. Topology and traffic patterns are fixed using off-line generated

mobility and packet generation scripts. This means that all protocols are compared having

identical node mobility and traffic demands. Each data point represents the average of the10

trials.

Four performance metrics are evaluated:
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• Packet delivery ratio, the ratio of the data packets delivered to the destination to those

generated by the CBR sources.

• Average end-to-end delayfor data packets, including all possible delays caused by route

discovery latency, queuing at the interface, retransmission delays at the MAC layer, and

propagation and transfer times.

• Normalized routing load, the number of routing packets transmitted per data packet

delivered to the destination, where each hop traversed by the packet is counted as one

transmission.

• MAC collisions, the number of collisions detected at the MAC layer.

Table 4.3 presents the set of parameters used in the simulations. The network is

composed of50 nodes spread over an area of1500m x 300m. The radio model used is a

2Mbps IEEE 802.11 device with a nominal transmission range of280m. Traffic sources are

continuous bit rate (CBR). Only512-bytes data packets are used. The source-destination pairs

are chosen randomly among the nodes in the network. Flows last in average for30s (following

an exponential distribution). Source nodes keep active flows during all simulation time (new

destinations are randomly selected as needed). During the simulation time, an average of

580 flows are initiated, and at any given time there are at least30 active flows. Nodes begin

transmitting at50s plus an offset uniformly chosen over a5s period to avoid synchronization

in their initial transmissions. The simulation time is set to600 seconds, and identical mobility

and traffic scenarios are used for all protocols. Nodes are placed uniformly over a grid initially.

Nodes move according to the random way-point model with velocities between1 and20m/s.
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Table 4.3: Set of parameters used in the simulations of AODV-THP

Number of nodes 50
Terrain size 1500m X 300m
Data rate 2 Mbps

Radio range 280m for standard THP, and250m for enhanced
THP

MAC protocol IEEE802.11
Data traffic, packet size CBR, packets of512 bytes
Number of flows, and duration 30 active flows, lasting in average for30s (exponen-

tial distribution); in average580 flows are created
during the simulation time.

Mobility model random way-point (velocities between1 and20m/s)
Pause times 0s (always moving),50s, 100s, 300s, 400s, and

600s (static)
Simulation time 600s

Six pause times are tested:0s (always moving),50s, 100s, 300s, 400s, and600s.

Figure 4.8 presents the packet delivery ratio results. As expected, AODV-THP does

not perform very well in scenarios with frequent topology changes. One of the main reasons

is that it is more difficult to get an accurate view of the local topology when it changes more

frequently. As we increase the rate of HELLO messages (i.e., AODV-THP: 1s hello), THP

improves its performance because, even though we are introducing more broadcast transmis-

sions, nodes respond to topology changes faster. AODV-THP with HELLOs sent every1s

starts performing better than AODV at300s pause time. When we increase the DP coverage

from one to two dominating nodes (i.e., AODV-THP: 2 cover), we observe that the extra re-

dundancy benefits the protocol in all situations, but specially for the high mobility scenarios.

Here we can see the trade-off that exists between efficiency and reliability, and its relation with

redundancy in broadcast transmission. For low mobility scenarios, it pays off to take advan-

tage of a more accurate view of the local topology when making decisions about which node
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Figure 4.8: 50 nodes, 30 active flows (average of580 total flows): Packet delivery ratio

should broadcast a packet. For high mobility scenarios, THP using a2 cover(i.e., AODV-

THP: 2 cover) increases the delivery ratio by about10% compared to the worst variant of

THP.

Figure 4.9 presents the average end-to-end delay results. Given that approximately

580 flows are initiated during the simulation time, we observe that the large number of redun-

dant broadcast transmissions (i.e., due to the route discovery process) affect the end-to-end

delay in AODV. As shown previously, THP prunes more redundant broadcast transmissions

than any other localized broadcast algorithm, and we can see here how it reflects in the overall

performance of an on-demand routing protocol. The periodicity of HELLO messages reflect

on the end-to-end delay as well. For THP, nodes keep a more accurate view of the local topol-
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Figure 4.9: 50 nodes, 30 flows (average of580 total flows): average end-to-end delay

ogy when HELLO messages are transmitted every1s. In this case, more packets are delivered,

but they are also delivered faster. THP with2 coverredundancy (with hellos transmitted every

1s HELLO) presents a slightly larger average delay but it also delivers more packets for all

pause-time values. For AODV, the frequency of HELLO transmissions do not affect much the

end-to-end delay in such a scenario with a large number of flows. Together with the previous

results for the delivery ratio, we can see that the reduction of redundant broadcast transmis-

sions translate in a better and faster response to the route discovery process; consequently,

more packets are delivered at a smaller cost.

Figure 4.10 shows the normalized routing load results (with respect to data packets

delivered at the destination). All the THP variants present a much smaller overhead than
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Figure 4.10: 50 nodes, 30 flows (average of580 total flows): normalized routing load

AODV, because of the reduction on the number of redundant broadcast transmissions. As for

the impact of the periodicity of HELLO messages, we observe slightly more control overhead

in AODV when HELLO messages are sent every1s, compared to the two other variants.

AODV without HELLOs, performs just slightly better than AODV with2s HELLOs in terms

of control overhead, delivery ratio, and end-to-end delay.

Figure 4.11 presents the results for the number of packet collisions. AODV with

and without HELLOs attains similar results, showing that the increase in collisions is not

due to the introduction of HELLO messages. The extra redundancy of RREQ transmissions

is what results in more contention and collisions. As for AODV-THP, we observe that the

periodicity of HELLO messages has a direct impact on the number of collisions, and that is
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Figure 4.11: 50 nodes, 30 flows (average of580 total flows): number of MAC collisions

because we reduce significantly the number of redundant broadcast, such that the introduction

of any extra broadcast transmissions (i.e., HELLO messages) reflects in more contention and

collisions in the network. Considering all the previous results, THP is shown to improve

AODV performance in all aspects for scenarios with low mobility (i.e., pause time larger than

100s).

4.2 Three-Hop Horizon Enhanced Pruning (THEP)

Because techniques such as THP rely on an accurate view of the two-hop neighbor-

hood, it is expected not to perform well under high mobility. To tackle this problem, we pro-

pose two enhancements to THP, and name the new algorithmThree-Hop Horizon Enhanced
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Pruning(THEP).

Neighbor information is maintained using a virtual radio range (shorter than the

physical radio range): rather than using two different radio ranges (as in [70, 71]), we use

neighbor location, and regard as neighbors only those nodes within virtual radio range.

To cope with changes in the local topology, information provided by the forwarder

list and the freshest information about the local neighborhood are used to decide if the node

should broadcast the packet even though it was not selected as a forwarder by the sender.

With this two enhancements, we expect to address the lack of reliability in the pres-

ence of high mobility. As in the work by Wu and Dai [70, 71], the gap between the virtual

and physical ranges constitutes a buffer zone in which neighbors can move without incurring

loss of connectivity. However, our approach applies just one transmission power, instead of

two different transmission powers [70, 71]. Having two transmission powers,tmin andtmax

(with tmin < tmax), can incur additional interference compared to having just one transmis-

sion powert < tmax, because the transmit power of each node appears as interference noise

degrading thesignal-to-noise ratio(SNR) [9]. In general, the greater the transmit power the

higher the interference to other nodes’ transmissions and receptions.

Because we need to know if a node is within virtual radio range, we can either use

node location information (provided by GPS, for instance), or estimate the distance to the node

based on the signal strength of the receiving packet [27]. In the first case, the information about

the node location should be piggy-backed in the HELLO message along with the neighbor list.

The second option is effective, and does not add as much complexity to the system as the first

one. In any case, the exact location of the node is not needed; estimating if a node is within
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Figure 4.12: (a) When computing forwarders, only nodes within virtual radio range (VR) are consid-
ered one-hop neighbors. (b) Even though nodea moved out virtual range it is still within radio range
(RR). (c,d) Nodeb moves into virtual radio range of nodeS. In any previous HELLO message sent by
S, nodeb was not in the advertisedDj

1-hop list. If after timet1 nodeS receives a broadcast for which it
is not selected as a forwarder, and if no selected forwarder is covering nodeb thenS will broadcast the
packet anyway.

virtual radio range suffices. For the purpose of simulations, we assume that nodes exchange

their location information using periodic HELLO messages.

Figure 4.12 (a,b) shows an example where a node, first within virtual range (i.e.,

nodea), moves out of virtual range but is still within radio range. In this case, even though
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nodea is no longer a one-hop neighbor for the purpose of forwarding computations, it is still

reachable. Figure 4.12 (c,d) shows an example where a new node (i.e., nodeb) moves within

virtual radio range. If nodeS later on (i.e., aftert1) receives a broadcast packet for which it is

not listed as a forwarder (i.e.,S 3 Fsender), nodeS would still broadcast the packet in case

nodeb becomes aone-hop dominating node, and there is no forwarder inFsender covering

nodeb.

Figure 4.13 shows the pseudo-code for THEP. If a node is listed in the forwarder list

(i.e.,FS , available from the packet header), it means that the node must forward the packet.

If that is not the case, recent modifications to the local topology may have changed theone-

hop dominating list, and it may be different from the list used by the sender to compute the

forwarder list. To check that, the node computes theone-hop dominating list(i.e., Di
1-hop,

advertised in periodic HELLO messages and used to compute the THEP forwarder list). If

there is any node inDi
1-hop that is not covered by at least one forwarder inFS , then the node

should relay the packet even though it has not been selected as a forwarder by the sender. In

other words, if there is no forwarder inFS covering anyone-hop dominating node, then the

broadcast might not reach the segment of the network connected to theseone-hop dominating

nodes.

4.2.1 Using THEP for Route Discovery

Similarly to AODV-THP, we have applied THEP as the basis for deciding which

nodes should broadcast RREQ messages in AODV. The new protocol is named AODV-THEP,

and it is implemented inQualnet[1]. To address reliability, instead of requiringat least one
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Figure 4.13: THEP

Data: ni, S (sender),FS (sender’s forwarder list),Dk
1-hop for all k ∈ N i

1

Result: Fi, the forwarder list (if empty, do not broadcast)
begin

Broadcast = True
Fi ←− ∅
if ni 3 FS then

Broadcast = False
/* compute the one-hop dominating list using the

most up-to-date neighborhood information */
Di

1-hop←− DP (Ni)
for nk ∈ Di

1-hop do
/* If there is any one-hop dominating node that

is not covered by a node in FS then broadcast
*/

If@ nl ∈ FS | nl ∈ Nk
1 Broadcast = True

Break

if Broadcast then
C ←− N i

1 −NS
1

/* Select for each candidate one-hop dominating
nodes other than one-hop neighbors and the node
itself */

for nk ∈ C do
U [k]←− ∅
for nl ∈ Dk

1-hop do
if nl /∈ (N i

1 + ni) then
U [k]←− U [k] + {nl}

/* Exclude one-hop dominating nodes covered by
another candidate in C */

for nk ∈ C do
for nm ∈ U [k] do

if ∃ (nl 6= nk) ∈ C | nm ∈ N l
1 then

U [k]←− U [k]− nm

if U [k] == ∅ then
C ←− C − nk

/* For every node nk ∈ C, and for every nm ∈ U [k],
there is no other nl ∈ C such that nm ∈ U [l];
therefore, all nodes in C are forwarders. */

Fi ←− C

return Fi

end
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dominating node per two-hop neighbor (when computing theone-hop dominating list), every

two-hop neighbor is covered byat least twoone-hop nodes (if possible). This way, it increases

the chance that a two-hop node receives a RREQ.

Routes to one-hop neighbors are kept as in standard AODV (i.e., nodes within phys-

ical radio range). Upon receiving a HELLO message, nodes update the route to the node

sending the packet. The neighbor list advertised in the HELLO message contains only the

neighbors within virtual radio range, and theD1-hop list is also computed using the virtual

neighbor list.

Nodes relaying a RREQ packet, first compute the THEP forwarder list, update the

RREQ header, and only then broadcast the packet. As in standard AODV, eventually the

RREQ reaches a node with a valid route to the destination, or the destination itself (considering

the network is connected). Because fewer nodes relay the same RREQ packet, we expect less

contention and fewer collision of packets, as well as a smaller end-to-end delay, because the

RREQ message propagates faster.

Simulation Results

The network is composed of50 nodes spread over an area of1500m x 300m. The

radio model used is a2Mbps IEEE802.11 device with a nominal transmission range of250m.

Transmissions are omni-directional, and receptions are directional (this increases spatial reuse

[65]). Traffic sources are continuous bit rate (CBR). Only512-bytes data packets are used.

The source-destination pairs are chosen randomly among the nodes in the network. Flows

last for30s in average following an exponential distribution. Source nodes keep active flows
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during the entire simulation time (new destinations are randomly selected as needed). During

the simulation time, an average of580 flows are initiated, and at any given time there are

30 active flows. Nodes begin transmitting at50s plus an offset uniformly chosen over a5s

period to avoid synchronization in their initial transmissions. The simulation time is set to600

seconds, and identical mobility and traffic scenarios are used for all protocols. Initially nodes

are placed uniformly over a grid. Nodes move according to the random way-point model with

velocities between1 and20m/s. Six pause times are tested:0s (always moving),50s, 100s,

300s, 400s, and600s.

Experiments are repeated for10 trials with different random number seeds, traffic

endpoints, and topologies. The topology and traffic pattern are fixed using off-line generated

mobility and packet generation scripts. This means that all protocols are compared having

identical node mobility and traffic demands. Each data point represents the average of the10

trials.

To evaluate the impact of the two enhancements, we run simulations for different

virtual radio ranges. The following list summarizes all variants under consideration: AODV-

THEP 1.0R, with virtual range and radio range the same (this way we can see the impact of the

second enhancement alone); AODV-THEP 0.85R, with virtual range set to85% of the radio

range; AODV-THEP 0.75R, with virtual range set to75% of the radio range; AODV-THP,

AODV with standard THP; and AODV with and without HELLO messages.

Figure 4.14 presents the packet delivery ratio results. As expected, AODV-THP

does not perform very well in scenarios with frequent topology changes. One of the main

reasons is that it is more difficult to get an accurate view of the local topology when it changes
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Figure 4.14: 50 nodes, 30 flows: packet delivery ratio

frequently. For static networks, AODV-THP delivers around10% more packets compared to

AODV. AODV-THEP 1.0R shows the improvement due to the second enhancement by itself.

It shows that it helps to compare any recent changes to the local topology to check if the

sender is using any stale information (i.e., the last advertisedone-hop dominating listmay not

include some newone-hop dominating node) when computing the list of forwarders (i.e.,F).

AODV-THEP 1.0R starts performing better than AODV as mobility decreases (i.e., from300s

pause time and on), and it has the best results for static networks. Even though the topology

actually does not change, because of transient link failures, and increased contention, the

second enhancement helps to cope with transient changes to the local topology.

When mobility is present, the two proposed enhancements to THP operating to-
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Figure 4.15: 50 nodes, 30 flows: average end-to-end delay

gether improve the performance of AODV in all circumstances. The results show that a VR of

0.85RR is better than0.75RR for the scenarios under consideration. This means that a buffer

zone of0.15RR is enough to reach nodes moving out of the virtual range, and that it is better

to keep more nodes within the VR when computing the forwarder list.

Figure 4.15 presents the average end-to-end delay results. Because around580 flows

are initiated during the simulation time, we observe that the large number of redundant RREQ

transmissions affect the end-to-end delay in AODV. AODV incurs twice to three times as

much delay than any other variant. So, it pays off pruning redundant broadcast transmissions,

because it reduces contention. The two enhancements proved to be effective in reducing delay,

while sustaining a high delivery ratio. The extra control overhead introduced by periodic
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HELLO messages in AODV does not have much impact on the end-to-end delay, because

most of the routing load comes from RREQ transmissions. Together with the previous results

for the delivery ratio, we can see that the reduction of redundant broadcast transmissions

translate in a faster response to the route discovery process, which results in more packets

being delivered at a smaller signaling cost.

Figure 4.16 shows the normalized routing overhead results. All the THEP variants

present a much smaller overhead than AODV, because of the reduction on the number of

redundant broadcast transmissions. As for the impact of the HELLO messages, we observe

slightly more control overhead in AODV when HELLO messages are present. For static

networks, AODV-THP presents the most cost-effective performance; its delivery ratio is the

second, and it has the smallest end-to-end delay and control overhead. On the other hand,

AODV-THEP shows better performance than the other protocols in high mobility scenarios.

Figure 4.17 presents the results for the number of collisions of packets. AODV with

and without HELLOs presents similar results, showing that the introduction of HELLO mes-

sages is not responsible for increasing the number of collision of packets. On the contrary,

the redundancy of RREQ transmissions is the cause for more contention and collisions. For

static networks, AODV-THP presents the best overall performance with the only exception of

a slightly smaller delivery ratio than AODV-THEP 1.0R. With mobility, even though the new

enhancements incur slightly more packet collisions, they do improve the overall performance

of the network by delivering more packets, with smaller delays, and less control overhead.

Because there is a clear trade-off between efficiency and reliability, the two enhancements in-

crease the reliability at the cost of increasing the number of redundant broadcast transmissions
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Figure 4.16: 50 nodes, 30 flows: normalized routing overhead

with respect to THP.

4.3 Conclusions

We presented THP, a localized algorithm for computingtwo-hop connected domi-

nating sets(TCDS). In a TCDS, all nodes in the network are at most two-hops distant from

some dominating node. We showed how THP can be applied to the route discovery pro-

cess of on-demand routing protocols. The main contributions of THP are that(a) THP is

the first heuristic to take into account three-hop information in the selection of relay nodes

for the broadcasting of packets, while incurring signaling overhead that is much the same as

that of heuristics based on two-hop information, and(b) THP reduces the number of redun-
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Figure 4.17: 50 nodes, 30 flows: number of MAC collisions

dant broadcast transmission. We show through extensive simulations that THP outperforms

the best-performing self-pruning and neighbor-designated algorithms known when a TCDS is

preferred over a CDS.

To improve the route discovery process of on demand routing protocols, THP is

implemented in AODV (the new variant is named AODV-THP) as the mechanism for dissem-

inating RREQ messages. The first simulation results show that THP improves, in all aspects,

the performance of AODV in low mobility scenarios. We also show how to increase the relia-

bility of THP (i.e., AODV-THP2 cover) by usingdouble coverageinstead ofsingle coverage

when computing theone-hop dominating list.

To address the lack of reliability in the presence of high mobility, we presented the
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Three-hop Horizon Enhanced Pruning(THEP). First, avirtual radio range(VR), shorter than

the physicalradio range(RR), is used for gathering information about the two-hop neighbor-

hood. Instead of using two different transmission powers, which can incur additional interfer-

ence, we use a single transmission power while still managing to have abuffer zonein which

neighbors can move without compromising network connectivity. Second, upon receiving a

broadcast packet, the forwarder list in the packet header is analyzed together with the cur-

rent information about the local neighborhood. This is done to find inconsistencies between

the most up-to-dateone-hop dominating listand the one used by the sender to compute the

sender’s forwarder list. Changes in the local topology may have impacted theone-hop dom-

inating list. If that is the case, a node may decide to relay a broadcast packet even though it

was not selected as a forwarder by the sender.

Extensive simulation results show that AODV-THEP attains better performance than

AODV for all mobility scenarios in terms of delivery ratio, control overhead, packet collision,

and end-to-end delay.
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Chapter 5

Bounded-Distance Multi-Clusterhead

Formation in MANETs

In mobile ad hoc networks (MANETs), hierarchical architectures can be used to prolong the

network’s lifetime [6, 10, 73], attain load balancing [8], and increase network scalability [25,

34]. Clusteringis the problem of building a hierarchy among nodes [12]. The substructures

that are collapsed in higher levels are calledclusters. In each cluster, at least one node may

represent the cluster, and this node is usually called acluster-head. The network can then

be abstracted such that any cluster-head connects to another cluster-head whenever there is at

least one node in each cluster directly connected to each other.

Clustering usually entails the computation of adominating set(DS) of the network.

The domination problem seeks to determine a minimum number of nodesD (calleddomi-

nating nodesor cluster-heads), such that any nodei not in D is adjacent to at least one node

in D. The computation of a DS of minimum cardinality for arbitrary graphs is known to be
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NP-complete [19].

A variety of conditions may be imposed on the dominating set [24]. The(k, r)-DS

problem [31] has been defined as the problem of selecting a minimum cardinality vertex setD

of a graphG = (V, E), such that every vertexu not inD is at a distance smaller than or equal

to r (distance domination) from at leastk (multiple domination) vertices inD. The problem of

computing a(k, r)-DS of minimum cardinality for arbitrary graphs is also NP-complete [31].

When selecting dominating nodes, redundancy is achieved by choosing a value for

the parameterk greater than one. At the same time, the distance parameterr allows increas-

ing local availability by reducing the distance to the dominating nodes. Depending on the

requirements, problems that require the computation of a DS can be solved by setting the two

dominating parameters appropriately.

The (k, r)-DS could be applied to solve a large variety of problems, of which we

mention three below.

Hierarchical Routing: By grouping clusters into super-clusters, and so on, anm-

level hierarchical clustering [32] structure can be built. Some approaches [62] target wired

networks assuming that the predefined hierarchical address of each node reflects its position

within the hierarchy. During the early days ofpacket radio networks(PRNET’s), hierarchical

routing had been considered for reducing the routing cost and improve the performance of

the network [49]. In MANETs, group mobility is usually assumed when deriving hierarchi-

cal clusters [43, 44]. However, none of the existing solutions address redundancy within the

hierarchical structures. Instead of having just one cluster-head representing a group of nodes,

hierarchies could account for node failures by deploying multiple cluster-heads within each
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sub-structure (i.e., domain). Nodes within the same domain would have alternate access points

when accessing nodes outside their own domain, and adjacent domains could be connected

among each other through alternate paths. Furthermore, load balancing could be explored by

routing packets via alternate paths connecting any pair of nodes.

Core Placement in Shared-Tree Multicasting:Instead of deploying just one core

per multicast group (e.g., like inCore Based Trees[5]), multiple cores can be selected within

regions of variable radius in the network. That is, multicast members have the choice of

joining multiple cores within a maximum distance. More than one core provides a certain

degree of fault-tolerance, and a maximum distance to the cores can reduce the average end-

to-end delay.

Demand-Driven Applications in Sensor Networks[2]: Multiple sinks can be dis-

tributed in a sensor network to provide some degree of fault-tolerance, and a maximum dis-

tance from nodes to sinks could support a bounded report delay. Sinks could also be organized

in a multi-level hierarchy, where sinks aggregate data collected from their domain, and trans-

mit it to a higher level sink.

We propose the first centralized and distributed solutions to the(k, r)-DS problem

for arbitrary network topologies. The centralized solution provides an approximation to the

optimal solution, and is used as a lower bound when evaluating the performance of the dis-

tributed solution. The distributed solution is applicable to ad hoc networks, given that it relies

on information limited to the neighborhoods of nodes.
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5.1 (k,r)-Dominating Sets: Centralized Solution in Arbitrary

Graphs

The centralized solution presented in this Section, KR, requires that the entire net-

work topology be known. Hence, if the solution were used in a network, the network topology

would have to be broadcast, and the dominating set computed by each node in the network

would be the same for any node.

5.1.1 Description

Any nodei is said to be(k, r)−dominated (or simply dominated) if nodei has at

leastk neighbors within distancer in D (for notation refer to the List of Notations).

For the computation of a DS with parametersk andr, theDomin value of node

i, i.Domin, is k minus the number of nodes inD within distancer from i if node i is not

covered (or dominated). Once nodei has been dominated, or nodei is selected as dominating,

its Domin is set equal to zero, and no longer changes its value. Thetotal value of nodei,

i.total, is given byi.total =
∑

k∈Nr,i
k.Domin.

A natural greedy solution to the(k, r)-DS problem would be to repeatedly select

as dominatingthe node that covers the most number of uncovered nodes (i.e., nodes not

yet (k, r)-dominated), until all nodes are(k, r)-dominated. However, KR applies a differ-

ent greedy approach, and repeatedly selects asdominatingthe node with the current largest

total value. That is, KR selects asdominatingthe node that covers the most number of nodes

with fewer dominating nodes (it could be the node with the most number of nodes not yet

covered), which is quantified by thetotal parameter of any node. This way, any selected node
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i potentially affects thetotal value of any node within distance2r from nodei. On the other

hand, in the natural greedy approach, any selected nodei only affects the coverage of nodes

when some node in nodei’s r-hop neighborhood gets(k, r)-covered. That is, any selected

nodei reduces by one theDomin value of any noden not yet covered in nodei’s r-hop

neighborhood, but it does not reduce by more than one unit noden’s coverage if no node gets

(k, r)-covered other than nodei itself. Formultiple dominationone (i.e.,k = 1), KR is equiv-

alent to the natural greedy approach (i.e., the first time any nodei gets covered, itsDomin

value becomes zero).

Figure 5.1 presents a pseudo-code for KR. Initially,Domin is set equal tok for all

nodes, andtotal depends on the number of nodes in ther-hop neighborhood of each node.

Nodes are inserted in aHeapstructure to make the selection of the node with the largesttotal

value easier. At the beginning, all nodes are in theHeap, and while there are nodes in the

Heap, there are nodes yet to be covered. The node with the largesttotal is selected as the

next dominating node. Once nodes is selected, all nodes in itsr-hop neighborhood that are

not yet covered (i.e.,Domin > 0), must have theirDomin value recalculated to reflect the

selection of nodes. Nodes that become covered (i.e.,Domin = 0) are removed from the

Heap. After this update, nodes in node’ss 2r-hop neighborhood remaining in theHeapmust

have theirtotal value recalculated. Because nodes within distancer from nodes may have

their Domin value changed, it implies that nodes within distance2r from s may have their

total value affected as well. After these updates, theHeap must be sorted, so that the node

with the largesttotal can be selected next (ties are broken choosing the node with lowest ID).

This process repeats, until theHeap is empty.
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Figure 5.1: KR
Data: G = (V, E), k, r
Result: D, the(k, r)-DS
begin

D = ∅
/* Initialize parameters Domin and total */
foreach i ∈ V do

i.total = k · |Nr,i|
i.Domin = k
/* Insert i in the HEAP (sorted according to

the total parameter). Ties are broken
choosing the node with the lowest ID. */

Insert(HEAP, i)
/* Select dominating nodes */
while HEAP 6= ∅ do

/* Node with largest total is the next
dominating node */

s = First(HEAP )
s.Domin = 0
D = D ∪ {s}
/* Update Domin value for each covered node */
foreach i ∈ Nr,s | i ∈ HEAP do
−− i.Domin
/* If a node becomes dominated remove it from

heap */

if i.Domin == 0 then
Remove(HEAP, i)

/* Update total of nodes affected by the
current selection */

foreach i ∈ HEAP | i ∈ N2r,s do
i.total = 0
foreach j ∈ Nr,i do

i.total = i.total + j.Domin

Sort(HEAP )

end
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Figure 5.2: Computing a(2, 2)−DS of the network with KR.

5.1.2 Example

Figure 5.2 depicts an example of KR computing a(2, 2)-DS of the network. Initially

nodes have theirDomin parameter set to2, and thetotal parameter is computed depending on

each node’s two-hop neighborhood (Figure 5.2 (A)). Nodes{4, 5, 7, 8} have the same largest

total, but recall that in KR ties are broken lexicographically; hence, node4 is selected as

dominating. Figure 5.2 (B) shows the network reflecting the selection of node4, and once

again there are several nodes with the same largesttotal (i.e., nodes{0, 1, 2, 7, 8, 9}). In this

case, node0 is selected. After its selection (Figure 5.2 (C)), nodes{6, 8} have the same largest

total. Node6 is then selected, which makes all nodes(2, 2)-Covered (Figure 5.2 (D)). If the

natural greedy approach were applied to the same network, then the order of nodes selected

would be{4, 5, 0, 2}, increasing the cardinality of the DS by one node.
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5.1.3 Analysis of KR

In this section we show that KR computes a(k, r)-DS of any arbitrary network in

polynomial time, yielding a dominating set of size at mostk · ln∆ times the optimal.

Correctness and time complexity

Lets consider an arbitrary graphG = (V, E) of ordern = |V |, represented using

adjacency-lists. The initialization takesO(n·log n) time, because each node in the graph needs

to have itsDomin and total parameters set, after which the node is inserted in theHEAP .

Following the initialization, the selection of dominating nodes takes place. Dominating nodes

are selected from theHEAP . Thewhile loop is executedO(n) times. The firstfor loop is

executedO(∆) times, and removing a node from theHEAP takesO(log n), what gives a

O(∆ · log n) time for this internal loop. The secondfor loop is also executedO(∆) times, and

its internalfor loop is executedO(∆) times, what gives aO(∆2) time for the secondfor loop.

Given that∆ ≤ n (i.e., ∆ increases asr approaches the network diameter, and is at mostn

whenr = diameter), KR runs inO(n3) time.

Theorem 3. KR correctly computes a(k, r)-dominating set of any connected graphG =

(V,N).

Proof. Initially all nodes are in theHeap. While there are nodes in theHeap, the node at the

top (i.e., with the largesttotal value) is selected as dominating. A node is also removed from

theHeapwhen itsDomin value is equal to zero (i.e., the node is(k, r)-dominated). Hence,

when theHeapis empty, any node in the graph is either(k, r)-dominated or dominating.
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Approximation ratio

Theorem 4. KR with parametersk and r, yields a dominating set of size at most

k · ln∆ · |OPTDS|, whereOPTDS is an optimal(k, r)-dominating set in the graph.

Proof. Let OPTDS be the set of vertices in an optimal(k, r)-dominating set. The sets of

vertices ofG dominated by vertexi ∈ OPTDS is calledSi (assuming thati also belongs

to Si). If a vertex is dominated by more thank dominating nodes, we arbitrarily put it ink

of such sets. The proof is based on amortized analysis. Each time a dominating nodey is

selected, the operation has cost1. This cost is equally distributed among all newly covered

vertices inNr,y. We then prove that the total charge on the vertices belonging to a setSi (for

anyi) is at mostk · ln∆. Since there are|OPTDS | sets in the optimal solution, the theorem

follows.

Assume thatN vertices are covered when a nodes is selected as dominating. We

charge each suchnewlymarked vertex1
N , and a vertex can be marked at mostk times. That

is, while a vertex has been marked less thank times, it is considered asnewlymarked.

We now prove the upper bound on the total charges to vertices belonging to a single

setSi. At each step, some vertices may get marked. The number of unmarked vertices inSi is

initially u0, and finally drops to0. In stepj, the number of vertices marked inSi is uj−uj+1.

For simplicity, it is assumed that some vertices ofSi get marked at each step, decreasing the

number of unmarked vertices.

In the worst case, no two nodes inSi are covered together. In this case, during step

j each node inSi can be charged at most1uj
. Otherwise, nodei could be selected, because it

would have covered at leastuj nodes. Letum = 0 (i.e., at stepm, all nodes inSi have already
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been covered). Adding up all the charges (assuming nodes are charged at mostk times) we

get:

k ·
m−1∑

j=0

uj − uj+1

uj
= k ·

m∑

j=1

1
uj−1

(uj−1 − uj) (5.1)

≤ k ·
m∑

j=1

H(uj−1)−H(uj) (5.2)

= k · (H(u0)−H(um)) (5.3)

= k · ln∆ (5.4)

(WhereH(d) =
d∑

i=1

1
i

= ln d + O(1), H(b) − H(a) ≥ b−a
b , H(0) = 0, and as-

suming the fact thatu0 ≤ ∆)

5.2 Distributed Clustering Using (k,r)-Dominating Sets

As discussed previously, thedistanceand themultiple domination parameters can

be used to define the degree of redundancy for bounded-distance clusters. That is, the two

dominating parameters define the maximum distance from nodes to their cluster-heads, and

the minimum number of cluster-heads per node, respectively.

We propose DKR, which is a distributed algorithm for clustering using(k, r)-DS.

DKR is well suited for both synchronous and asynchronous networks. In the synchronous

network model, nodes exchange messages in synchronous rounds. In the asynchronous net-

work model, nodes take steps at arbitrary times. Even though there are no rounds in the

asynchronous model, it is possible to simulate rounds [17]. In order to do that, a node tags the
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message with its round numberx. The recipient waits to receive roundx messages from all

its neighbors before transitioning to the next round.

5.2.1 Summary Description

We assume that nodes have unique identifiers (IDs), and that nodes know who their

neighbors are. The latter can be implemented by means of a neighbor protocol with which

nodes exchange hello messages [39], as part of the MAC protocol, or using periodicHELLO

messages as part of the protocol itself.

Associated with any nodei in the network, there is aprocessthat consists of the

following components: A set ofstates, which is used for describing the current state of node

i. A message-generation function that specifies any messages that nodei should send and

to whom it should send them, depending on the current state of the system. Optionally, a

list of events, each of them scheduled to happen at a specific time. A state-transition function

specifying the new state to which nodei should transition for each possible state and messages

received.

The statusof a node reflects its role during theclusteringprocess. Initially, there

is no established hierarchy among nodes, and the nodes assume anunknownstatus. As the

nodes organize themselves, their status change to reflect their role in a cluster, which can be

one of the following:

• Dominating, the node is acluster-head.

• Pending Dominating, the node may become acluster-head.

• Dominated, the node hasat leastk cluster-heads within distancer.
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• Gateway, in addition to beingdominated, the node connects other nodes to their cluster-

heads.

A round of messages is defined as the successful transmission of a messagem by

any noden to all its one-hop neighbors. If rounds are numbered, a roundx is deemed complete

only after all nodes have sent the messages for roundx. DKR has two phases:

• Phase One(Election Phase): Each node electsk nodes with smaller IDs (possibly

including the node itself) within distancer. Elected nodes are justcandidates to be

cluster-heads. Because each node has its own set ofk elected nodes within distancer,

the sets of elected nodesdominateall non-elected nodes in the network.

• Phase Two: During this phasecluster-headsare assigned, and nodes are affiliated to

their cluster-heads.

Clearly, there must be at leastk nodes in every node’sr-hop neighborhood for the

requiredmultiple dominationto be satisfied. In the subsequent description of DKR, we assume

that multiple domination can be satisfied at each node.

It is possible that not all nodes elected duringPhase Onebecomecluster-heads,

because some redundant candidates are identified, and pruned. The rationale for choosing

node IDs over node degree for the election process is that elections based on node degree can

result on high turnover of dominating nodes when the topology changes, because the degree

of a node is much more likely to change than the node ID relative to its neighborhood [21].
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Phase One

This phase takesr rounds to complete in a static topology. A pseudo-code forPhase

Oneis presented in Figure 5.3. For asynchronous networks, rounds are simulated as described

previously. At the beginning of a new round, a node advertises its list ofK ≤ k smaller ID

nodes. After a number of rounds (r rounds in a static topology), a nodei in the network learns

the set ofk nodes with smaller IDs (possibly including the node itself) within distancer from

it. We denote such a set byD
′
i.

An elected node can elect itself or be elected by other nodes. A node that elects itself

is calledproperly-electedif the node is not elected by any other node, and is calledself-elected

if the node is elected by at least one other node. A node that does not elect itself and is elected

by other nodes that are not elected is calledneighbor-elected. After the election, any nodei

in the network changes its status as follows: If nodei is properly-elected or self-elected, node

i changes status to pending dominating. Otherwise, nodei has status dominated.

Note that aproperly-electednode must become dominating, because there are at

mostk−1 other elected nodes in nodei’s r-hop neighborhood. Because identifying properly-

elected nodes would incur extra overhead, they are implicitly notified of their dominating

status after not hearing from enough dominating nodes within a given period of time.

A neighbor-electednodei is elected by at least one node, call itn, which is not

elected and for which nodei is strictly required. That is, there is no self-elected node in

noden’s r-hop neighborhood that could possibly replace nodei; otherwise, noden would

have elected that self-elected node. Even though in some cases a properly-elected node could

replace nodei, initially DKR chooses to select all neighbor-elected nodes as cluster-heads.
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Figure 5.3: DKR: Phase One(Election Phase)
states consists of:

i the node ID
k, r the dominating set parameters
D
′
i set of tuples, with each tuple specifying a node ID, the node advertising it (i.e., next-

hop toward the node), and the distance to the node.Initially contains only the tuple
{i, i, 0}

A set formed from setD
′
i , with each tuple specifying a node ID and its known distance

(i.e., first and third parameter of each tuple from setD
′
i)

H set of all nodes known during the election process
status {unknown, pendingdominating, dominating, dominated}, initially unknown
rounds an integer, initially0
NA set of nodes requiringNeighborhood Advertisement(initially NA = ∅).

messages:
if rounds < r then

/* send current list of known K ≤ k known smallest IDs */
sendA to all neighbors

transitions:
rounds = rounds + 1
M = {set of tuples received from neighbors}
foreach t = 〈domin, dist〉 ∈ M do

if ∃ 〈a, b, c〉 ∈ D
′
i | a == domin, (dist + 1) < c then

/* found shorter path to some node in set D
′
i */

b = node sending tuplet
c = dist + 1
update correspondent entry in setH
M = M \ {t}

/* H: all nodes known during the election process */
H = H ∪M
P = D

′
i ∪M

D
′
i = {min(k, |P |) smaller IDs inP}

updateA with new setD
′
i

if rounds == r then
/* Election is over! */

if i ∈ D
′
i OR|D′

i | < k then
if |D′

i | < k then
/* Not satisfiable! */
status = dominating
/* Must send an NA message during phase two ,

advertising I am a cluster-head */
NA = {i}

else
status = pendingdominating

D
′
i = ∅

else
status = dominated

/* go to Phase Two */
DKR: Phase Two
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Figure 5.4: DKR Phase Two: states, messages, andevents
states consists of (in addition to states fromphase one):

N set of nodes requiring Notification (initially N = ∅)
LA initially True
J set of nodes requiring aJoinmessage (initially NA = ∅)

messages:
if LA == True then

/* only dominated nodes send Local Advertisement */
if status == dominatedthen

Broadcast〈LocalAdvertisement,D
′
i〉

else
/* Schedule event for checking dependencies */
ScheduleEvent(CheckStatus,Wait Period)

LA = False;

if N 6= ∅ then
foreach 〈target, next hop〉 ∈ N do

Unicast tonext hop 〈Notification,target〉;
N = ∅

if NA 6= ∅ then
/* Initiating or relaying a neighborhood advertisement */
foreachn ∈ NA do

Broadcast〈NeighborhoodAdvertisement, n〉
NA = ∅

if J 6= ∅ then
foreachn ∈ J do

l = get next hop ton from H
Unicast tol 〈Join,n〉;

J = ∅
events:

caseCheckStatus

L = {validated nodes in setD
′
i}

if status == pendingdominatingthen
if |L| < k then

/* not enough dominating nodes within distance r */
status = dominating

else
if any Notification relayed by this nodethen

status = gateway
else

status = dominated

if status6= dominatingthen
/* send a Join message to all my dominating nodes */
if |L| < k then

F = D
′
i ∩ L

/* Chooses k − |L| nearest ones! */

L
′
= {k − |L| closest nodes inF}

J = L ∪ L
′

Validate entries inL
′

else
J = L
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Phase Two

Duringphase two, some or all nodes elected duringphase onebecome cluster-heads.

In addition, the rest of the nodes are affiliated to their cluster-heads. A pseudo-code for phase

two is presented in Figures 5.4 and 5.5.

The messages used during this phase are:

• Local Advertisement(LA): A message having the list of nodes elected by the sender,

and the respective next-hop to each one of the elected nodes.

• Neighborhood Advertisement(NA): A message advertising a cluster-head.

• Notification: A message sent to notify a node that must become cluster-head.

• Join: A message sent to notify, or to connect to a given cluster-head.

Because neighbor-elected nodes are not aware of their election, a notification mech-

anism is needed to notify them. Depending on the coverage provided by neighbor-elected

nodes, some self-elected nodes may be ruled out as cluster-heads.

At the beginning ofphase two, dominated nodes send to their one-hop neighbors an

LA message containing their elected nodes. Any dominated nodei proceeds as follows upon

receiving an LA message:

• If nodei is listed in the advertisement, nodei changes its status to dominating, triggering

an NA message announcing nodei as cluster-head to all itsr-hop neighbors. This is

accomplished by broadcasting the NA message using restrictedblind-floodingwith the

time-to-live(TTL) field set equal tor.
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• If node i is not listed in the LA message but is listed as a next hop to any advertised

node, then nodei changes its status to gateway.

• For any advertised noden ∈ LA that is not among the nodes elected by nodei (i.e.,

n 3 D
′
i) it sends aNotificationmessage to noden. Upon receiving the notification, if

the notified node is not yet dominating, the node advertises itself via an NA message.

Definition 1. For any nodei, and for all n ∈ D
′
i, noden is deemedvalidatedonly upon

the reception of the respective NA message advertising noden; otherwise, noden is not yet

validated.

Any neighbor-elected noden eventually changes its status to dominating, by either

receiving aNotificationmessage originated at some nodek within distance1 < d < r, or by

receiving an LA message from some one-hop neighbor. In any case, once noden becomes

dominating, it sends an NA message.

Because an NA message is sent only when a node changes its status to dominating,

nodes receiving an NA message advertising noden know that it is a cluster-head. When

processing an NA message for noden, any nodei inserts an entry for noden in D
′
i.

A pending dominatingnodei does not become acluster-headif (a) nodei hasat

leastk validated dominating nodes within distancer, and(b) every noden, which elected

nodei duringphase one, is also covered by a set of validated dominating nodes.

Definition 2. Wait Periodis the minimum time required for reaching an agreement inphase

two.

In the worst case, aNotificationfor noden is initiated by some neighbori located
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r − 1 hops away from noden. The correspondent NA message initiated by noden reaches

the most distant neighbors (i.e.,r hops away from noden) afterr successfully transmissions

of message NA. Therefore,Wait Period should be larger than the time required for2r trans-

missions of a message. After a period of time equivalent toWait Periodany nodei in the

network checks its coverage. If nodei is pending dominating, and it does not have enough

validated entries inD
′
i, then nodei changes status todominating, and sends an NA message.

This means that nodei does not have enough information for ensuring its own coverage (i.e.,

nodei does not know if it has at leastk dominating nodes within distancer). Otherwise, any

non-dominatingnodei sends aJoinmessage tok nodes fromD
′
i (including the nodes already

validated). If there are more thank validated entries inD
′
i, nodei chooses the closest ones

(ties are broken choosing the node with smaller ID).

Like a Notification, which also serve for assigninggatewayswhile the message is

being routed to its destination,Join messages also serve to notify anypending dominating

node that is still required as cluster-head. That is, even though somepending dominatingnode

i finds itself covered, there might be some nodej that still needs nodei (i.e., without node

i, nodej does not have the required number of dominating nodes). While aJoin message is

being routed to destinationn, a nodei processing the message does not need to relay it if a

Notification, or anotherJoin message, had already been sent to noden. So, we assume that

every node keeps track of recentNotificationandJoin messages sent by the node. AfterJoin

messages reach their destinations, all regular nodes are connected to their cluster-heads.
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Figure 5.5: DKR Phase Two: transitions
transitions:

M = {message(s) from neighbor(s)}
foreachm ∈ M do

Sender = node that sent messagem
switch m do

caseLocalAdvertisement
/* local advertisements consist of tuples 〈a, b, c〉, where

a=dominating node, b=next hop, and c=distance */
foreach 〈a, b, c〉 ∈ m do

if a == i AND status6= {dominating OR pendingdominating} then
status=dominating
NA = NA ∪ {i}

else
if status==dominated ANDb == i then

status=gateway

/* If a is not one of my selections, and I am on the
path to node a, send a notification to a */

if a 3 D
′
i AND b == i then

n = get next hop toa from setH
if n 6= Sender then

N = N ∪ {〈a, n〉}

caseNotification
if target == i then

/* I am being notified */
if status6=dominatingthen

status=dominating
NA = NA ∪ {i}
D
′
i = ∅

else
if target3 D

′
i then

n = get next hop totarget from setH
if n 6= Sender then

if status == dominated then
status=gateway

if Notification not previously sent totarget then
N = N ∪ {〈target, n〉}

caseJoin
if target 6= i then

if Join OR Notification not yet sent totarget then
if status == dominated then

status=gateway

J = J ∪ {n}

caseNeighborhoodAdvertisement
a = advertised node
if status 6= dominatingthen

if a 3 D
′
i then

D
′
i = D

′
i ∪ {a}

if (distance toa) < r then
/* relay advertisement */
NA = NA ∪ {a}
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5.2.2 Examples

Consider the example presented in Figure 5.6, where nodes are computing a(2, 3)-

DS of the network. DuringPhase Onenodes elect the two nodes with smaller IDs in their

3-hop neighborhood (Figure 5.6(A)). Nodes10 and15 areself-elected, and nodes18 and20

(both elected by node90) are neighbor-elected. Self-electednodes assume statuspending

dominating. The remaining nodes assume statusdominated, and send an LA message adver-

tising their list of elected nodes. After receiving the LA message from neighbor90, node

18 changes status todominating, and sends an NA message that eventually reaches all nodes

within distance3 from node18. Figure 5.6(B) show the status of nodes, and their correspond-

ing validateddominating entries. Besides sending the NA message, node18 also sends a

Notification to node20. Figure 5.6(C) presents the status of the network after the notification

has reached node20. The notification makes node20 change its status todominating, trigger-

ing an NA message that eventually reaches all neighbors within distance3 from node20. After

all affected nodes process this NA message, we notice that all dominated nodes are satisfied,

because each of them have2 validated entries in theirD
′

lists. Wait Periodshould be set ap-

propriately, so that by the time the eventCheckStatushappens all NA messages have already

been delivered and processed. Figure 5.6(D) shows the status of the network after all dom-

inated nodes have sent out theirJoin messages to their dominating nodes (assume thatJoin

messages are grouped together whenever different dominating nodes are reachable through

the same node). In this case, because nodes50 and80 have either relayed aNotification, or a

Joinmessage, they serve asgatewaysfor other dominated nodes.

Figure 5.7 presents an example comparing DKR (assuming maximum ID nodes are
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Figure 5.6: Computing a(2, 3)-DS of the network

elected, rather than the default minimum ID) to Max-Min [3], when computing a(1, 3)-DS of

the network. This is the same network example presented in [3]. WhileMax-Min produces4

cluster-heads, DKR produces3. For DKR, node100 is aself-electednode. The other elected

nodes (i.e.,65, 73, and85) are eventually notified, and announce themselves by sending NA

messages. All nodes that have elected node100 (including node100 itself) receive at least

one of these NA messages, validating the respective advertised node. This is an indication that

the election process can be improved, producing smaller dominating sets. Simulation results

presented latter corroborate this.
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Figure 5.7: Computing a(1, 3)-DS of the network (same network example presented in [3]): (a) Max-
Min, and (b) DKR (assuming maximum ID nodes are elected, rather than the default minimum ID)

5.2.3 Analysis of DKR

To prove the correctness of DKR, we have to show that it issafe(i.e., the algorithm

computes a(k, r)-DS of the network), and that it islive (i.e., it completes within a finite period

of time).

Lemma 1. Phase oneof DKR has time complexity ofO(nδr), wheren is the number of nodes

in the network,δ is the largest node degree, andr is the distance parameter.

Proof. During each round, nodes send messages to all their one-hop neighbors.Phase one

takesr rounds. Assuming a network ofn nodes, and that nodes have at mostδ links, phase

oneof DKR requiresO(nδr) messages to complete. Therefore, the time complexity ofphase

oneis O(nδr).

Lemma 2. After r rounds ofsuccessfultransmission of messagem, the message is propa-

gated up tor hops away from the originating node.

115



Proof. This can be proved by induction on the distanced from the originating node. The

base case is whend = 0, and corresponds to the originating noden0. Now consider a node

v at distancer from n0. A neighboru of nodev at distancer − 1 received the message.

Therefore, nodeu sends the message to all neighbors, includingv. Eventually nodev receives

the message.

Theorem 5. Phase Oneof DKR correctly computes a(k, r)-DS of any arbitrary connected

graphG = (V, E).

Proof. We assume that nodes know their one-hop neighbors. The system is either synchronous

or asynchronous. In the latter case, rounds are simulated by tagging advertisements with the

round number. By Lemma 2, afterr rounds a node ID is propagated at mostr hops away.

Because nodes advertise theirK ≤ k known smaller IDs, afterr rounds every noden ∈ V

learns theK ≤ k nodes,D
′
n, with smaller IDs located within distancer. Lets assume that

S is the set composed ofproper-elected, self-elected, and unsatisfiable nodes (i.e., a nodei is

deemed unsatisfiable if|D′
i| < k), and thatR is the set of satisfiable non-proper/self-elected

nodes (i.e.,R = V −S). It follows that the setD = {
⋃

n∈R

D
′
n + S} is a(k, r)-DS ofG.

Theorem 6. Phase Two of DKR correctly connects dominated nodes toat leastk dominating

nodesat mostr hops away.

Proof. At the beginning ofphase two, anydominatednodei advertises its list of elected nodes,

D
′
i, by locally broadcasting the list via an LA message. Any noden with statusdominated, or

gateway, upon receiving an LA message from neighborm, changes its status todominating

if the advertisement lists noden, implying that noden ∈ D
′
m. In this case, noden sends an
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NA message which is then propagated to all nodes within distancer from noden. For every

nodek in the LA message such thatm 3 D
′
n, a notification is sent to nodek if noden is on

the path to nodek (i.e., for noden the next-hop to nodek is known, and it is notm). If this

is the case, at least one neighbor of nodem has a route to nodek, because nodes are elected

based on the advertisements sent by one-hop neighbors duringphase one. Eventually, the LA

message sent by nodem reaches all its one-hop neighbors, including the nodes with routes to

the nodes elected by nodem. A Notification for noden, when necessary, is issued (initiated

or relayed) just once by any nodei. A dominatednode relaying a notification changes its

status togateway. Once aNotificationreaches the destination, if the status of the destination

is not dominating, it changes its status todominating, and advertises itself sending an NA

message. If any nodei relaying an NA messages currently has fewer thank validated entries

in D
′
i, then an entry with the validated node is inserted inD

′
i. After a period of time equal to

Wait Period(starting from the beginning ofPhase Two), every nodei in the network checks

the number ofvalidatedentries inD
′
i. If node i’s status ispending dominating, and it has

l < k validated entries inD
′
i, then nodei changes its status todominating, and it sends an

NA message. Otherwise, if nodei’s status is notdominating, it sends aJoin message to all

its dominating nodes (validated or not). Any noden receiving aJoinmessage, for destination

d, does not need to relay the message in case noden had already initiated, or relayed, aJoin

or Notificationmessage to noded before. After all theNotification, or Join, messages have

reached their destinations, the paths from dominated nodes to their respective dominating

nodes are formed by nodes that are eitherdominatingor gateway. Because all nodes must

check their status after a finite period of time (i.e.,Wait Period), and any non-dominatingnode
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i must sendJoinmessages to all itsdominatingnodes,(k, r)-coverage is guaranteed.

5.3 Performance

Even though KR and DKR compute a(k, r)-DS of any arbitrary topology, the

topologies considered for simulations are those of wireless networks (i.e., modeled usingunit

disk graphs[13]). Given that the(k, r)-DS problem is NP-Complete and that KR is the first

known approximation, we use it as a lower bound to assess the performance of the distributed

solution.

To focus on the efficiency of the heuristics themselves, we use a customized simu-

lator for ad hoc networks, and assume an ideal MAC protocol with which no collisions can

occur. This is the same approach adopted in all prior work [15, 37, 68, 69] to compare the

efficacy of heuristics. As discussed previously, DKR works in both synchronous and asyn-

chronous networks. However, for the simulations we assume synchronous networks.

Experiments are repeated for100 trials with different network topologies, varying

the number of nodes and terrain size. Nodes are randomly placed over the terrain, and con-

nectivity is tested to ensure that the network is connected. The radio range is set to250m. The

results represent the average over the100 different networks . The network size is varied from

100 nodes to500 nodes, with increments of50 nodes. For the same number of nodes, we vary

the terrain size according to two configurations so that we can test the algorithms for different

node density (see Table 5.1 for terrain dimensions). Configuration1 has a node density of

50 nodes
km2 , and Configuration2 has100 nodes

km2 .

To give an idea of the characteristics of the networks being evaluated, Table 5.2
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Table 5.1: Terrain Size (in meters)

# of nodes Configuration 1 Configuration 2
100 1414 x 1414 1000 x 1000
150 1732 x 1732 1225 x 1225
200 2000 x 2000 1414 x 1414
250 2236 x 2236 1581 x 1581
300 2449 x 2449 1732 x 1732
350 2645 x 2645 1871 x 1871
400 2828 x 2828 2000 x 2000
450 3000 x 3000 2121 x 2121
500 3162 x 3162 2236 x 2236

presents the values for the network diameter (i.e., the largest distance between any pair of

nodes), and the average node degree for all network sizes. These results show that as the

network size increases, so does the network diameter. But it also shows that, in each config-

uration, the average node degree is similar for all network sizes. In Configuration2, nodes

have almost twice as many neighbors compared to the networks from Configuration1. On the

other hand, the network diameter is smaller for networks in Configuration2, because there are

in average twice as many nodes spread over the same area compared to Configuration1.

Three performance metrics are evaluated:

• Signaling overhead, which consists of the total number of control packets exchanged

for gathering topology information in a centralized algorithm, or for the execution of

the two phases in the distributed algorithm.

• Total number ofcluster-heads(i.e., dominatingnodes), which is the number of(k, r)-

dominating nodes for different configurations.

• Cluster-head sparseness, which gives a measure of the efficacy of distributing cluster-
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Table 5.2: Network Diameter and Node Degree (results represent the average± std over100 samples)

Configuration 1 Configuration 2
# of nodes Diameter Degree Diameter Degree

100 10.4± 0.1 7.8± 0.1 6.2± 0.1 14.9± 0.1
150 12.8± 0.2 8.1± 0.1 7.9± 0.1 15.5± 0.1
200 14.7± 0.1 8.2± 0.1 9.2± 0.1 16.2± 0.1
250 16.5± 0.1 8.3± 0.1 10.2± 0.1 16.5± 0.1
300 18.1± 0.1 8.3± 0.1 11.3± 0.1 16.7± 0.1
350 19.4± 0.1 8.5± 0.1 12.2± 0.1 16.9± 0.1
400 20.9± 0.2 8.7± 0.1 13.0± 0.1 17.1± 0.1
450 21.9± 0.1 8.7± 0.1 13.8± 0.1 17.2± 0.1
500 23.4± 0.1 8.7± 0.1 14.6± 0.1 17.3± 0.1

heads over the network. It gives the average number of cluster-heads, within thedis-

tanceparameter, per regular node. Results closer to themultiple dominationparameter

means better distribution of cluster-heads. Ideally, regular cluster nodes should have

exactlyk cluster-heads within distancer, but this is not a requirement when solving the

(k, r)-DS problem (which stipulateat leastk dominating nodes).

To apply KR, complete topology information must be gathered using reliable flood-

ing of link-state updates. In the distributed algorithm, HELLO messages are used for obtain-

ing the one-hop neighbor information, and control messages are reliably transmitted during

the two phases of DKR.

Figure 5.8 presents thesignaling overheadfor Configuration 1 (results for Con-

figuration 2 are omitted because they are similar to Configuration 1). The control overhead

incurred by the centralized algorithm is due only to the dissemination of topology information.

After the nodes have complete topology information, they can compute clusters locally for any

parameters. For the distributed algorithm, the signaling overhead varies mostly due to the dis-
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tance parameter. The number of control packets increases as the number of rounds increases;

that is, larger the distance parameter, larger the number of advertisements. To show how the

signaling overhead varies with the distance parameter, results are presented for parameterr

varying from1 to 4 when computing a(1, r)-DS of the network.

Because DKR discards self-elected nodes whenever possible, in the worst case all

elected nodes becomecluster-heads. However, inMax-Min [3] all nodes elected at the end

of the firstr rounds become cluster-heads; but, it is only during the second set ofr rounds

that some of the elected nodes find out about theirdominatingstatus. Besides that, in certain

scenariosMax-Min generates cluster-heads that are on the path between a node and their

elected cluster-heads. In that case, only during theconvergecast(which is used to connect

regular nodes to their cluster-heads) that nodes adjust their selections to the closest cluster-

head. To show how DKR reduces the number of cluster-heads compared toMax-Min, when
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computing(1, r)-DS (recall thatMax-Min computes onlyr-hop dominating sets), we present

simulations for different values of the distance parameter.

Figure 5.9 presents the results for the total number of cluster-heads for Configuration

1, varying the distance parameter from2 to 4. And Figure 5.10, presents the results for

Configuration2. For both configurations DKR always selects fewer cluster-heads compared

to Max-Min, meaning that usually someself-electednodes are ruled out as cluster-heads.

Figure 5.11 presents thecluster-head sparsenessresults for DKR andMax-Min for

the networks in Configuration1. DKR not only reduces the total number ofcluster-heads,

but it also distribute them more evenly over the network. Recall that, in DKR, somepending

dominatingnodes do not become cluster-heads, and regular nodes join the closest elected

nodes.

Figure 5.12 and 5.13 present the results in terms of total number ofcluster-headsfor
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Configuration1 when computing(k, 2)-DS,(k, 3)-DS, and(k, 4)-DS using KR andDKR. As

expected,DKR produces more cluster-heads. For dominating distance two (i.e.,r = 2), both

algorithms behave similarly, presenting a large difference between one dominating node (i.e.,

k = 1) and two-dominating nodes (i.e.,k = 2). As we increase the distance parameter, fewer

nodes are necessary for the dominating set. In KR, each time a dominating node is selected,

it spans (i.e., dominates) a larger set of nodes. InDKR, nodes with smaller IDs get elected

by more nodes farther away as the radius of the election increases.DKR produces similar

results for(1, 2)-DS and(2, 3)-DS, because the election of one cluster-head in the two-hop

neighborhood of any node increases the chances that, at the end, more elected nodes exist in

the three-hop neighborhood of any node. Results for KR computing(3, 3)-DS are similar to

those forDKR computing(2, 3)-DS. Similarly, results for KR computing(3, 4)-DS are close

to those forDKR computing(2, 4)-DS (Figure 5.13. In both cases, it shows that while the

election of nodes is a simple and economic (in terms of overhead) solution, it is shown to

be not as efficient as the centralized solution, because the election does not take into account

the coverage of nodes when selecting dominating nodes. In case any coverage information

should ever be a requirement for the election, this extra information would certainly increase

signaling overhead.

Figure 5.14 presents the results in terms of total number ofcluster-headsfor Con-

figuration2 using KR andDKR, when computing(k, 2)-DS and(k, 3)-DS of the networks.

Both approaches produce in average half the number of cluster-heads compared to the results

for Configuration1. This is expected, because in Configuration2 the networks have smaller

diameter, and nodes have almost twice as many neighbors. However, the network diameter
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does not grow as fast as in the networks from Configuration1. The diameter increases in aver-

age less than one unit, as the network size is incremented by50 nodes (with the exception of

the initial jump from approximately6.2 to 7.9 (see Table 5.2)). Because the network diameter

grows slower, so does the cardinality of the DS computed.

Figure 5.15 presents the results when computing(k, 4)-DS for the networks in Con-

figuration2. For networks with200 to 350 nodes, the distributed algorithm performs well

compared to the centralized. Because the distance parameter is larger compared to those from

the previous scenarios, and the network diameter does not grow too much for larger networks,

it seems that, for relatively small diameter networks, as the radius of the election process in-

creases, much more nodes select the same set of dominating nodes, hence reducing the total

number ofcluster-heads. In addition to that,self-electednodes are more likely to be ruled out

as cluster-heads.
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There is a clear trade-off between efficiency, and communication cost. For

MANETs, it pays-off to increase the average number of cluster-heads per cluster, considering

that keeping an accurate view of the entire network topology is not possible, and redundancy

is desirable.

Figures 5.16 and 5.17 presents the results for thecluster-head sparsenessmetric,

when computing(k, 4)-DS for the networks in Configuration1 and2. Lower values for this

metric indicate a better distribution of cluster-heads over the network. Previously, for the same

scenarios, it was shown that the networks in Configuration1 produce more cluster-heads than

the networks in Configuration2. As expected, thecluster-head sparsenessimproves when

fewer nodes are selected as cluster-heads. In addition to that, we must compare these results

to the correspondingmultiple dominationparameter. That is, as thecluster-head sparseness

metric approaches themultiple dominationparameter, better the distribution of cluster-heads.
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Ideally, each node should haveexactly k cluster-heads within distancer, but this is not a

requirement for solving the(k, r)-DS problem, which requiresat leastk cluster-heads.

Because more nodes exist in ther-hop neighborhoods of the networks in Config-

uration 2, the fewer cluster-heads selected are expected to affect a larger subset of nodes

compared to Configuration1. Since KR is sub-optimal, it outperforms DKR in any situation

under consideration, presenting results for thecluster-head sparsenessmetric closer to the

correspondingmultiple dominationparameter. However, in Configuration2 (with denser net-

works, and fewer cluster-heads) the two algorithms present similar results when themultiple

dominationparameter assume values1 and2. For larger values of this parameter, the differ-

ence increases, because in Configuration2 the networks have smaller diameter (as shown in

Table 5.2).
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5.4 Conclusions

Clusteringis the problem of building a hierarchy among nodes, and usually entails

the computation of adominating set(DS) of the network. The(k, r)-dominating setproblem,

(k, r)-DS, is defined as the problem of selecting a minimum cardinality vertex set D (domi-

nating nodes, also referred ascluster-heads) of a graphG = (V, E), such that every vertex

u not in D is at a distance smaller than or equal tor (distancedomination parameter) from

at leastk (multipledomination parameter) vertices in D. When applying(k, r)-DS for clus-

tering, one can define the degree of redundancy (i.e., minimum number ofcluster-headsper

cluster) for clusters of variable radius (maximum distance from regular cluster members to

their cluster-heads).

We have presented the first centralized and distributed solutions to the(k, r)-DS

problem for arbitrary network topologies. The centralized solution, KR, is appropriate for
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wired networks, provides an approximation to the optimal solution, and is used as a lower

bound when evaluating the performance of the distributed solution. The distributed solution,

DKR, computes clusters with variable degree of redundancy, and variable radius. DKR selects

cluster-headsthrough an election process. After the election, an approach is used for pruning

redundant cluster-heads, and for connecting regular nodes to their cluster-heads.

We have conducted extensive simulations comparing KR against DKR. As expected,

KR produces fewer cluster-heads than DKR. However, KR incurs too muchsignaling over-

head, making it not appropriate for MANETs. There is a clear trade-off between efficiency

(i.e., which approach reduces most the number ofcluster-heads), and communication cost.

While DKR usually produces more cluster-heads per cluster, it does not incur much control

overhead.
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Chapter 6

Multi-Core Multicast Protocol Using

(k,r)-DS

Core placement has a direct impact on the performance of multi-core multicast routing pro-

tocols. The selection of cores could be further extended to include a minimum number of

cores within a maximum distance. In this context, the problem of finding the location of the

cores is similar to computing a(k, r)-DS of the network. When selecting cores, redundancy

is achieved by choosing a value for the parameterk greater than one. At the same time, the

distance parameterr allows increasing local availability by reducing the distance to the cores.

We present a novel multi-core multicast protocol namedcore hierarchical election

for multicasting in ad hoc networks(CHEMA), which uses DKR for the election of cores, and

is designed to work in the context of multiple-channel and multiple-interface.

In CHEMA, each node is equipped with two interfaces. One for general commu-

nication, and the other for communication among cores and their members. Cores transmit
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packets to their members on a specific non-interfering channel via the dedicated interface, and

receivers listen in the corresponding channel in the same interface. To reach all members with

a single transmission, cores transmit packets with a larger power, such that all member within

r-hops from the cores can successfully receive the packet. Therefore, all packets transmitted

by the cores are expected to be successfully received by the members.

6.1 Core Hierarchical Election for Multicasting in Ad Hoc Net-

works (CHEMA)

In this section we proposecore hierarchical election for multicasting in ad hoc

networks(CHEMA), a new approach for enhancing multicasting in MANETs. CHEMA’s

main features can be summarized as follows:

• Deploy multiple cores, with DKR as the core selection mechanism. This allows flex-

ibility in terms of redundancy, and a bounded distance to the selected cores.Core

announcementsare used to disseminate core information throughout the network. To

reduce overhead, a single announcement aggregates information about all known cores.

• Use the senders-to-all approach. To reduce overhead, the packet header lists which

neighbors should relay the multicast packet on a core basis. Instead of sending one

packet toward each core, nodes relay the packet whenever they are listed at least once

as a next-hop to any core. Before relaying the packet, the header is updated with entries

for those cores for which the node is requested to forward the packet.

• Multi-channel and multi-interface: Each node has at least two interfaces. One is dedi-
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cated to receiving multicast transmissions from cores, and the other is used for any other

transmission. Each core transmits in a channel different than any possible interfering

core. That is, through core announcements nodes learn about all cores in the network,

and the distance to each one. Using this information, cores select channels so that they

do not interfere with other cores.

• Singleshotapproach: Once a multicast packet reaches the core, the packet is trans-

mitted just once via the dedicated interface. In order to reach all receivers, the packet

is transmitted with an increased power so that all nodes withinr hops from the core

can receive it. Because cores use different channels, and an interface is dedicated for

receiving packets from the core, receivers should receive all transmissions sent by the

core.

Multiple cores are selected via DKR. While cores have not yet been elected, mul-

ticast data packets are transmitted viablind flooding. After cores are elected, receivers join

the nearest core by sending a join message to the core. Nodes aggregate all the fresh core an-

nouncements they receive, and broadcast them periodically everycore announcement interval

(which by default is set to be3s). Core announcements also include the number of members

each core has. To let cores know about any associated members, an explicitmulticast join

message is sent from the receiver to the desired core whenever a node wants to join a mul-

ticast group. Note that this is not the same as the association provided by the join messages

sent during the execution of DKR, which provides for connectivity from any node to at least

k cores within distancer.
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Senders send multicast packets to all cores with members. Instead of sending one

packet per core, the sender broadcasts just one packet with all the information regarding the

cores that need to be reached. That is, the packet header includes an entry for every core and

the corresponding next hop toward the core (recall that in DKR nodes keep information about

which neighbors are used to reach each core). A node receiving the packet for which it is

listed as a next hop to any core forwards the packet. Before relaying the packet, entries for

which the node is listed as a next-hop are updated with the current information, and any other

entries are excluded.

Because multicast packets are broadcast unreliably, a node may retransmit a packet

up to N times, unless it receives an implicit acknowledgment. That is, for every multicast

packet transmitted the node relaying the packet keeps record of the packet and which neigh-

bors should relay the packet. After a period of time equivalent to anacknowledgment timeout,

the node checks if it has overheard any of the relayers transmissions. If the node fails to hear

any of the relayer’s transmission, the node retransmit the packet including only those nodes

from which it has not yet heard from. Ideally, the length of anacknowledgment timeoutshould

be set dynamically, because it depends on the level of contention, which is higher with a larger

number of transmitting nodes.

Nodes are equipped with two radio interfaces. One is used for communication be-

tween cores and receivers, and the other is for general communication. More specifically,

cores use a dedicated interface for transmitting multicast packets to their members, and the

receivers use the same interface to receive packets from their cores. To allow for multiple

cores to transmit simultaneously without interference, we assume that each core transmits on
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a different channel than any possibly interfering core. Therefore, the dedicated interface is set

for transmitting and listening using a specific channel.

The problem of assigning non-interfering channels to cores is similar to thegraph

coloring problem in graph theory. Considering a core with transmission range ofr, any core

within distance2r may interfere (i.e., even though the two cores may be out of range of each

other, they may have members within range of both cores). In the context of MANETs, any

distributed approximation to the graph coloring problem could be applied for assigning chan-

nels to the cores. Instead, we choose to limit the total number of cores in the network to the

maximum number of orthogonal channels available for the dedicated interface. Because nodes

learn about all cores in the network (through the periodical core announcements), channels are

assigned lexicographically.

To reduce delay, and to avoid retransmissions from nodes between the core and

members located more than one hop away from the core, cores transmit multicast data packets

with a larger power. The transmit power should be set so that the packet can be successfully

received by any node up tor hops from the core. Even though this approach increases energy

consumption, it is expected to reduce the end-to-end delay and control overhead, because a

single transmission from the core is supposed to reach all core members at the same time.

6.1.1 Performance

We compare CHEMA against theprotocol for unified multicasting through an-

nouncements(PUMA) [63]. PUMA has been shown to outperform two of the state of the

art multicast routing protocols for MANETs (i.e., ODMRP [33] and MAODV [47]). PUMA
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Table 6.1: Simulation Parameters
Simulator Qualnet™3.5
Simulation time 350s

Terrain Size 1000 X 1000 m
Number of nodes 50
Node placement Random
Mobility Static
Radio Range 250m

MAC protocol 802.11
Channel Capacity 2 Mbps
Data packet size 512 Bytes

presents the following characteristics: receiver-oriented; core based (one core per group);

mesh-based, providing multiple routes from senders to receivers.

Only the core performs control packet flooding in PUMA. In CHEMA it is the same,

but information about multiple cores are aggregated to reduce control overhead (PUMA also

applies aggregation when flooding information about multiple groups).

We compared CHEMA against PUMA using the Qualnet™ [1] network simula-

tor. Each simulation was run with four different random-number seeds. Timer values (i.e.,

core announcementsin CHEMA, andmulticast announcementsin PUMA) were set to three

seconds. Table 6.1 presents details about the simulation parameters.

In CHEMA, cores use a multiple of the regular radio range (i.e., for distance domi-

nationr, cores have a radio range ofr · 250m) for the dedicated interface. DKR is executed

every16s for core assignment. Because only static topologies are considered, the cores remain

the same throughout the simulation.

Four performance metrics are evaluated:

• Packet delivery ratio: The ratio of the data packets delivered to the receivers to those
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data packets expected to be delivered (i.e., data packets sent times the number of re-

ceivers).

• Average end-to-end delay for data packets, including all possible delays caused by queu-

ing at the interface, retransmission delays, and propagation and transfer times.

• Control overhead: The number of control packets transmitted per data packet delivered.

• Total overhead: The ratio of the total packets transmitted (i.e., control + data) to the

data packets delivered.

For the simulation scenario, traffic load is varied across{1, 2, 5, 10, 25, 50} pack-

ets/s. There are5 senders, and20 receivers for one multicast group. That is, the number of

packets expected to be delivered varies from20 packets/s to1000 packets/s. Both senders

and receivers are chosen randomly among the nodes in the network, and traffic load is equally

distributed among all senders.

Even though DKR allows a myriad of scenarios for core selection, we consider just

a few configurations for the purpose of simulation. For a50-nodes network, at most eight

cores are allowed (and there are8 orthogonal channels for the dedicated interface). Values

3 and4 are tested for thedistance domination, and at least one core is selected within the

specified distance. These two configurations are presented in the graphs as CHEMA(1, 3)-

DS, and CHEMA(1, 4)-DS, respectively. For the networks considered, three cores are elected

in average in the first configuration, and four cores in the second configuration.

Figure 6.1 presents the results for packet delivery ratio. CHEMA delivers almost

100% of the data packets for all trafic loads considered. But PUMA cannot deliver more than
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Figure 6.1: Packet delivery ratio

70% of packets for traffic load of50 packets/s, due to increasing contention and collision of

packets. On the other hand, mainly because CHEMA applies theone shotapproach and the

non-interfering channels for cores, once packets are transmitted by the core the packets are

successfully received by the receivers.

For flows of up to10 packets/s both protocols present similar results for the end-

to-end delay (Figure 6.2). While CHEMA has a small increase in terms of end-to-end delay

for flows larger than10 packets/s, PUMA experiences an exponential increase in average end-

to-end delay. These results, together with the delivery ratio, indicate that CHEMA not only

delivers more packets but does so incurring smaller end-to-end delays. This shows that it pays

off sending packets to multiple cores and using a single transmission per packet from the cores
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Figure 6.2: End-to-end delay

to their members.

Even though CHEMA sends more control packets (mainly due to the election pro-

cess) compared to PUMA, both protocols present similar control overhead because CHEMA

delivers more packets (as shown in Figure 6.3). However, in terms of total overhead CHEMA

incurs less than half total overhead compared to PUMA (Figure 6.4). CHEMA requires fewer

transmissions for every data packet delivered, specially because once the packets reach the

targeted core it takes just one transmission per data packet to reach all core’s receivers.
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Figure 6.3: Control overhead
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6.2 Conclusion

We proposed a novel multicast protocol namedcore hierarchical election for multi-

casting in ad hoc networks(CHEMA), which is designed to work in the context of multiple-

channel and multiple-interface. CHEMA applies DKR for core election, with a dedicated

interface using non-interfering channel for communication between cores and any multicast

member. Because cores use a larger radio range for the dedicated interface, it requires just one

transmission per data packet for any core member to receive the packet.

CHEMA is compared against theprotocol for unified multicasting through an-

nouncements(PUMA), which is one of the best performing multicast routing protocols for

MANETs. CHEMA is shown to outperform PUMA in all aspects. CHEMA delivers more

packets, incurs small end-to-end delays, and drastically reduces the total control overhead.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we present applications ofdomination in graphsin the context of mo-

bile ad hoc networks (MANETs). In ad hoc networks, nodes must coordinate among them-

selves without resorting to any pre-existing network infrastructure. Coordination of nodes re-

lies on broadcasting of signaling messages, sometimes resulting in some form of organization

of nodes (e.g., clustering or topology management). To improve broadcasting and hierarchical

organization in MANETs, we explore concepts fromdomination in graphs, because of their

similarities to the problems we want to address.

We present a novel algorithm for computing a dynamic source-based dominating set

of the network, which is used for improving broadcast operations in MANETs. The solution is

shown to reduce the number of broadcast transmissions necessary to flood the network. When

the algorithm is applied to the route discovery process of an on demand routing protocol, it is
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shown to improve the performance of the protocol in all aspects considered.

Then we present a particular configuration ofconnected dominating setsfor enhanc-

ing the route discovery process in on demand routing protocols. When a broadcast protocol

based on neighbor information is used, it is possible to maintain fresh routes to all nodes

within two hops, because every node has the two-hop neighborhood information. In this case,

we show that using a connected dominating set with the property that nodes are at most two-

hops from a dominating node (i.e., atwo-hop connected dominating set(TCDS)) is enough for

the route discovery process. The proposed algorithm is shown to outperform the best existing

heuristics presented in the literature. When integrated into the route discovery process of an

on demand routing protocol, in addition to some enhancements, the new protocol is shown to

outperform other protocols in all aspects considered.

Motivated by those two successful applications of dominating sets for enhancing

broadcast operations, we present a framework based on dominating sets for building flexible

hierarchies with the support for fault-tolerant applications. The framework allows building

structures that cover a node in the network with a minimum number of dominating nodes and

a maximum distance to the dominating nodes. Using this framework, it is possible to build

a hierarchical structure such that every node in the network is covered by at leastk leaders

at mostd hops distant. A structure like this could be used to support operations that require

increased redundancy, and an adjustable degree of availability. We present a centralized and

a distributed solution to this problem. The centralized solution provides an approximation

to the optimum solution, which is known to be NP-Complete, and serves as a lower bound

when evaluating the distributed solution. The distributed solution is applicable to MANETs,
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because it relies on partial topology information.

To show an application for the proposed framework, we present a novel multi-core

multicast protocol for MANETs using the framework in the core-election process. The domi-

nating set computed via the distributed algorithm is used for assigning cores. The distributed

algorithm is shown to perform well for electing cores, and the new multicast protocol is shown

to outperform one of the best known multicast protocols presented in the literature.

7.2 Future Work

As shown previously, many approaches for improving broadcasting in MANETs

require information about the local neighborhood (e.g., the two-hop neighborhood). It will

be interesting to evaluate such approaches over a MAC protocol that exchanges the neighbor

and forwarder information that we assume is exchanged as part of the routing protocol itself.

This is expected to help maintaining an accurate view of the neighborhood, and improve

broadcasting.

EDP is the first heuristic to incorporate the second-to-previous forwarder list in

the pruning process. It will be interesting to analyze the impact of extending the history of

previous forwarder list when pruning nodes; that is, take into account the third-to-previous

forwarder list, the fourth-to-previous forwarder list, and so on.

THP was designed to improve the route discovery process of on-demand routing

protocols by computing a TCDS of the network. Instead of just taking into account the cov-

erage of nodes during the pruning process, it will be interesting to investigate how to explore

alternate paths between any pair of nodes while computing a TCDS of the network.
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All broadcasting mechanisms based on pruning could use different constraints (e.g.,

energy consumption, interference, and load balancing) when deciding the set of forwarding

nodes. It will be interesting to investigate how different constraints relate to each other, and

how they compare in terms of efficiency and reliability for the broadcasting of signaling and

data packets. For example, “is it possible to design energy-efficient and reliable broadcasting

mechanisms?”.

DKR does not employ any load balancing when electing dominating nodes. It will

be interesting to investigate solutions to incorporate load balancing when building a(k, r)-DS

of the network. Investigate how often nodes should trade positions as dominating nodes, and

how to better distribute the client load among the elected nodes.

It will be interesting to change DKR to operate in a totally asynchronous mode.

That is, operate without any concept of round. Because new nodes can join the network at any

time, and current nodes may leave, it would be better to have an election scheme that tolerates

transient modifications to the topology, but also guarantees the selection of a not so large set

of dominating nodes.
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